
Does the structure of an adult human
brain alter in response to environmen-
tal demands1,2? Here we use whole-

brain magnetic-resonance imaging to
visualize learning-induced plasticity in the
brains of volunteers who have learned to
juggle. We find that these individuals show 
a transient and selective structural change 
in brain areas that are associated with the 
processing and storage of complex visual
motion. This discovery of a stimulus-depen-
dent alteration in the brain’s macroscopic
structure contradicts the traditionally held
view that cortical plasticity is associated with
functional rather than anatomical changes.

Animal studies indicate that experience-
related changes may occur in mammalian
brain structures, but so far there has been no
evidence of comparable alterations in the
human brain3–5. To investigate this possi-
bility, we divided a homogeneous group of
volunteers (21 female, 3 male; mean age,
22 yr ± 1.6 s.d.), who were matched for sex
and age, into two groups, designated as jug-
glers and non-jugglers. Both groups were
inexperienced in juggling at the time of their
first brain scan.

Subjects in the juggler group were given 
3 months to learn a classic three-ball cascade
juggling routine. A second brain scan was

performed when they had become skilled
performers (that is, when they could sustain
juggling for at least 60 seconds). A third scan
was carried out 3 months later; during the
intervening period, none of the jugglers
practised or attempted to extend their skills
— for example, by learning a four-ball or a
reverse cascade. In fact, most subjects were
no longer fluent in three-ball cascade jug-
gling by the time of the third scan.

We used voxel-based morphometry, a
sophisticated objective whole-brain tech-
nique, to investigate subtle, region-specific
changes in grey and white matter by averag-
ing results across the volunteers. This
method is based on high-resolution, three-
dimensional magnetic-resonance imaging,
registered in a common stereotactic space,
and is designed to find significant regional
differences by applying voxel-wise statistics
in the context of gaussian random fields6,7.

Group comparison at the beginning (the
baseline) showed no significant regional dif-
ferences in grey matter between jugglers and
non-jugglers. In the longitudinal analysis,
the juggler group demonstrated a significant
(44 d.f., P<0.05) transient bilateral expan-
sion in grey matter in the mid-temporal area
(hMT/V5) and in the left posterior intra-
parietal sulcus between the first and the 
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second scans. This expansion decreased in
the third scan (Fig. 1). We found a close rela-
tionship in these regions between the tran-
sient structural grey-matter changes and the
juggling performance. These findings were
specific to the training stimulus, as the non-
jugglers showed no change in grey matter
over the same period.

Our results contradict the traditionally
held view that the anatomical structure of
the adult human brain does not alter, except
for changes in morphology caused by ageing
or pathological conditions. Our findings
indicate that learning-induced cortical plas-
ticity is also reflected at a structural level .

As all of our volunteers have normal fine-
motor skills, we conclude that juggling, and
consequently the perception and spatial
anticipation of moving objects, is a stronger
stimulus for structural plasticity in the 
visual areas (used for the retention of visual-
motion information8,9) than in the motor
areas (involved in the planning and 
execution of coordinate motion — that is,
the supplementary motor area and/or the
motor cortex,cerebellum and basal ganglia).

Although the observed transient increase
in grey matter takes place in specific motion-
selective areas, the microscopic changes
underlying these dynamic structural alter-
ations are unclear. Macroscopic alterations
may be based on changes at the level of

Changes in grey matter induced by training
Newly honed juggling skills show up as a transient feature on a brain-imaging scan.
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Figure 1 Transient changes in brain structure induced while learning to juggle. a–c, Statistical parametric maps showing the areas with

transient structural changes in grey matter for the jugglers group compared with non-juggler controls. a, Sagittal view; b, coronal view; 

c, axial view. The increase in grey matter is shown superimposed on a normalized T1 image. The left side (L) of the brain is indicated.

A significant expansion in grey matter was found between the first and second scans in the mid-temporal area (hMT/V5) bilaterally 

(left: x, –43; y, –75; z, –2, with Z = 4.70; right: x, 33; y, –82; z, –4, with Z = 4.09) and in the left posterior intraparietal sulcus (x, –40; 

y, –66; z, 43 with Z = 4.57), which had decreased by the time of the third scan. Colour scale indicates Z scores, which correlate with the

significance of the change. d, Relative grey-matter change in the peak voxel in the left hMT for all jugglers over the three time points. The

box plot shows the standard deviation, range and the mean for each time point.
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Animal behaviour

Cognitive bias and
affective state

Information processing by humans can be
biased by their emotions — for example,
anxious and depressed people tend to

make negative judgements about events 
and to interpret ambiguous stimuli
unfavourably1–4. Here we show that such a
‘pessimistic’ response bias can also be 
measured in rats that are housed in unpre-
dictable conditions5,6. Our findings indicate
that cognitive bias can be used as an indica-
tor of affective state in animals, which should
facilitate progress in animal-welfare studies.

We trained rats to respond by pressing a
lever when they heard a tone associated with a
positive event (delivery of a 45-mg food pel-
let) and to refrain from pressing the lever as a
way to avoid a negative event (an unpleasant
burst of white noise) when they heard another
tone. Once the animals were able to score a
correct response to each tone more than 50%
of the time (binomial testing for three con-
secutive daily 30-min sessions), they were
allocated to either ‘unpredictable’ housing,
which induces symptoms of a mild depres-
sion-like state5,6,or to ‘predictable’housing.

In ‘unpredictable’ housing, between zero
and two negative interventions were made at
random times on any one day — for exam-
ple, the cage might be unfamiliar or tilted,
or it could contain a stranger of the same
species; sometimes the light/dark cycle
would be temporarily reversed or bedding

left damp. These changes were never
imposed simultaneously, and they were
made at least two hours before or after test
sessions. ‘Predictable’ housing, in contrast,
was maintained as during training, with
none of these interventions.

After nine days, during which training
was continued, the rats were exposed to 
non-reinforced tones that had frequencies
intermediate between those of the two food-
delivery and noise-avoidance tones. Ten test
sessions were held to investigate the animals’
anticipation of these positive or negative
events, as judged by their lever-press
response to these ambiguous tones.

The proportion of tones responded to by
lever pressing (Fig. 1a) and the time taken 
to respond to the tones (mean response
latencies; Fig. 1b) were calculated for each
tone for each rat on each of the test days.
Analysis of variance with repeated-measures
(tone,test day) and a between-subjects factor
(housing) revealed a housing�tone interac-
tion (F4,28�2.72,P�0.05).

The proportion of tones responded to
with a lever press by individuals kept in
unpredictable housing indicated that fewer
lever presses were made in response to tones
of frequency close to that of the food tone

(Fig. 1a) (in two-tailed t-tests, t�1.88,
d.f.�7, P�0.1). These rats were also slower
to press the lever in response to the food tone
and to the ambiguous tones that were close to
it in frequency (Fig. 1b) (t��2.44, d.f.�7,
P�0.05). Both findings were still valid when
only the responses by the rats to the 
ambiguous tones were analysed (propor-
tions: t�1.92, d.f.�7, P�0.09; latencies:
t��2.42,d.f.�7,P�0.05).

Overall, rats in unpredictable housing
were slower to respond and tended to show
fewer responses to ambiguous tones close to
the positive tone and to this tone itself. The
treatment groups did not differ (P�0.2) 
in tests of feeding motivation (consumption
speed of freely available food pellets7),
anhedonia (amount of sucrose solution con-
sumed5,6), activity (hole–board test8), body-
weight change across the test period, and
response accuracy to training tones before
and after the imposition of housing changes,
indicating that none of these factors was 
likely to account for our findings.

By using ambiguous stimuli to probe ani-
mals’ relative anticipation of positive and
negative events, we have shown that rats in
unpredictable housing show behaviour 
indicating reduced anticipation of a positive
event. This compares with findings for
depressed or anxious humans, who also have
reduced expectation of positive events1,4 and
interpret ambiguous stimuli negatively3.

Our results call for further investigation 
of the underlying processes involved9,10. We
find no evidence of enhanced anticipation 
of the negative event. This may be due to a
floor effect and could be revealed using,
for example, lever-pressing and nose-poking
as counterbalanced positive and negative
responses. It is possible that our technique
could be adapted to detect an enhanced
expectation of positive events –– a correlate of
happy mood in humans4. Being able to assess
positive as well as negative affect in animals is
an important objective for animal welfare11.
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Figure 1 Mean (�1 s.e.) responses to tones during 10 daily 

30-min test sessions for male Lister hooded rats housed under

‘predictable’ (open circles, n�4) and ‘unpredictable’ (filled circles,

n�5) conditions. a, Proportion of tones to which the animals

responded to by pressing a lever. b, Latent time between sound-

ing of the tone and pressing of the lever. ‘Noise’ and ‘food’ tones

are the tones used during training (2 and 4 kHz, respectively, for

about half of the rats, and 4 and 2 kHz, respectively, for the

remaining rats). ‘Probe’ tones are non-reinforced, intermediate

tones (2.5, 3, 3.5 kHz), each randomly interspersed with a proba-

bility of 0.085 between the reinforced training tones. Regression

equations were calculated for each rat, correcting for nonlinear

relationships by using binary logistic regression (for proportions)

and logarithmic transformations for linear regression (for laten-

cies). Animals were checked daily and remained healthy through-

out the experiments.

synaptic bulk and neurites, or they might
include increased cell genesis, for example,of
glial or even neuronal cells4. Imaging results
need to be compared with histological data
for identification of the structural basis at 
the microscopic level of temporary,training-
dependent structural changes in our brains.
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a b s t r a c t

Intensive training and the acquisition of expertise are known to bring about structural changes in the
brain. Musical training is a particularly interesting model. Previous studies have reported structural brain
modifications in the auditory, motor and visuospatial areas of musicians compared with nonmusicians.
The main goal of the present study was to go one step further, by exploring the dynamic of those struc-
tural brain changes related to musical experience. To this end, we conducted a regression study on 44
nonmusicians and amateur musicians with 0–26 years of musical practice of a variety instruments. We
sought first to highlight brain areas that increased with the duration of practice and secondly distinguish
(thanks to an ANOVA analysis) brain areas that undergo grey matter changes after only limited years of
musical practice from those that require longer practice before they exhibit changes. Results revealed
that musical training results a greater grey matter volumes in different brain areas for musicians.
Changes appear gradually in the left hippocampus and right middle and superior frontal regions, but later
also include the right insula and supplementary motor area and left superior temporal, and posterior cin-
gulate areas. Given that all participants had the same age and that we controlled for age and education
level, these results cannot be ascribed to normal brain maturation. Instead, they support the notion that
musical training could induce dynamic structural changes.

� 2014 Elsevier Inc. All rights reserved.

1. Introduction

The effects of intensive training and expertise on brain structure
have been observed in several areas (for reviews, see Draganski &
May, 2008; May, 2010; Zatorre, Fields, & Johansen-Berg, 2012),
including the taxi driver’s hippocampus (Maguire et al., 2000),
the juggler’s midtemporal area (hMT/V5) and left posterior intra-
parietal sulcus (Boyke, Driemeyer, Gaser, Büchel, & May, 2008;
Draganski et al., 2004), the basketball player’s cerebellum (Park
et al., 2009) and the frontal and parietal areas of individuals who
engage in physical exercise (Taubert et al., 2010).

It is now well established that musical training requires com-
plex multimodal abilities, including somatosensory and memory
processes, motor skills and emotion. Thus, musical expertise can

be regarded as a relevant model for studying structural brain plas-
ticity mechanisms (Wan & Schlaug, 2010). Skills acquired by musi-
cians result not only in specific connections and interactions
between different brain areas (Altenmüller, 2008; Fauvel et al.,
2014), but also in the enlargement of brain regions involved in
music-related processes such as auditory, motor and visuospatial
abilities (Bermudez, Lerch, Evans, & Zatorre, 2009; Gaser &
Schlaug, 2003; James et al., 2014; Luders, Gaser, Jancke, &
Schlaug, 2004; Schneider et al., 2002; Seung, Kyong, Woo, Lee, &
Lee, 2005). In most studies, structural changes have been observed
after only a few months of intensive practice. For example, Hyde
et al. (2009) showed that 15 months of instrumental musical train-
ing in childhood were enough to increase the volume of the audi-
tory and motor cortices. Moreover, some authors have also shown
a relationship between the age of onset of musical training and
structural brain modifications particularly in the premotor cortex
and corpus callosum (Bailey, Zatorre, & Penhune, 2014; Steele,
Bailey, Zatorre, & Penhune, 2013) for early-trained musicians
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(<age 7) suggesting a sensitive period of musical training effect.
Nevertheless, these training-induced, regional structural brain
changes do not occur solely during brain development, as they
can be observed throughout the lifespan (Engvig et al., 2010).
Nor are they restricted to specific cognitive demands (for a review,
see Draganski & May, 2008), as they can concern many areas sus-
taining learning, memory, sensory or motor processes (see
Fauvel, Groussard, Eustache, Desgranges, & Platel, 2013 for review
in musical training). Thus, some investigations have revealed that
musical training can have structural and functional effects on
regions not directly involved in sensori-motor processes of music
practice, such as those that subtend working memory (Oechslin,
Van De Ville, Lazeyras, & James, 2012; Schulze, Mueller, &
Koelsch, 2011) or long-term memory (Groussard et al., 2010a). In
the latter study, a musical memory task revealed both functional
and structural greater activation and grey matter in the left hippo-
campus of adult musicians compared to nonmusicians. Regarding
results of our previous study, we would like to go one step further
in the assessment of the relationship between the duration of
musical expertise and the left hippocampus and generally in
whole-brain grey matter changes.

The main goal of the present study is to analyze in what way
structural grey matter changes with increasing number of years
of musical training. To this end, we conducted a regression study
on grey matter volumes of 44 nonmusicians and amateur musi-
cians with 0–26 years of musical practice of a variety instruments.
We sought first to highlight brain areas that increased in volume
with the duration of practice and secondly distinguish (thanks to
an ANOVA analysis) brain areas that underwent grey matter
changes after only limited years of musical practice from those that
require longer practice before they exhibit changes. Actually, some
neuroimaging studies on structural plasticity (for a review, see
Jancke, 2009) have suggested that musical training initially induces
structural changes in regions that are directly involved in music
learning (i.e. auditory and motor cortices). But recently James
et al. (2014) studied the expertise effect on grey matter changes
comparing three groups: nonmusicians, amateur musicians and
professional musicians and observed that grey matter areas related
to higher-order cognitive function increase with musical practice.

We therefore hypothesized that musical practice would have
differential effects on the brain according to its duration, affecting
first regions involved in motor and perceptual processes, to subse-
quently include regions involved in higher cognitive processes (i.e.
executive functions, memory, and emotion).

2. Methods

2.1. Participants

Forty-four young volunteers (26 men, mean age ± SD:
23.75 ± 3.43 years, mean education level ± SD: 15.45 ± 2.02 years)
with no history of neurological or psychiatric disease took part in
this study. All participants were right-handed according to the
Edinburgh Inventory (Oldfield, 1971), none of them reported hav-
ing hearing deficits and none had perfect pitch. This study was
approved by the regional ethics committee, and written informed
consent was obtained from all the participants.

In order to study the progression of musical expertise from the
very beginning, eleven nonmusician participants were included.
They were classified as strictly nonmusicians, and met the follow-
ing criteria: (1) none had ever taken part in musical performances
or received music lessons (except for basic musical education at
French high school, corresponding to 1 hour/week), (2) they were
common listeners (i.e., not music lovers, who tend to listen to one
specific type of music), and (3) they scored normally on a test of

pitch perception. The remaining 33 participants were amateur
musicians that had been playing music several times a week (5
minimum to 10 hours maximum per week was our range of inclu-
sion), for a time duration ranging from one to 26 years at the time
of the study. We chose to select young adult participants in order
to exclude possible effects of age on grey matter and to focus
mainly on the effect of the duration of musical practice. Thus, in
order to reveal the dynamic of grey matter changes, the musicians
were divided into three groups according to the musical education
phases and levels of trainings such as they are cut out in the musi-
cal academies in France (Table 1). Thus, the 11 musicians with 1–
8 years’ musical practice constituted the novice group. These nov-
ice musicians were in the process of acquiring basic musical skills
(rhythm and music reading), which takes 8 years to be completed.
The 11 musicians with 9–14 years’ musical practice constituted the
intermediate group. In this group, musicians were working on their
musical training in preparation for the French final musical
diploma. Finally, the 11 musicians with 15 or more years’ musical
practice constituted the expert musician group who had obtained
their French final musical diploma (‘Certificat de fin d’études musi-
cales’). Thus, within each group, musical proficiencies of our partic-
ipants are pretty homogeneous. Moreover, we intentionally set up
our groups of musicians by choosing various types of instrumental
practice (violin, cello, guitar, flute, recorder, trumpet, clarinet and
piano) in order to avoid the possible bias induced by a particular
type of instrumental practice (in reference to the work of
Sluming et al., 2002). Most of our musicians played more than
one instrument. The distribution of the primary instrument played
by the musicians of our three groups is the following one: 9 strings
and 2 winds in novice musician group; 5 strings, 5 winds and 1 pia-
nist in intermediate musician group; 1 string, 5 winds and 5 pia-
nists in expert musician group.

2.2. MRI data acquisition

Each participant underwent an MRI examination at the CYCER-
ON center (Caen, France) using the Philips (Eindhoven, The Nether-
lands) Achieva 3.0T scanner. T1-weighted structural images were
acquired using a 3D fast field-echo sequence (3D-T1-FFE sagittal;
TR = 20 ms; TE = 4.6 ms; flip angle = 20�; 170 slices; slice thick-
ness = 1 mm; no gap; FOV = 256 � 256 mm2; matrix = 256 � 256;
in-plane resolution = 1 � 1 mm2; acquisition time = 9.7 min).

2.3. Data preprocessing and statistical analysis

2.3.1. Demographic statistical analyses
One-way ANOVA were run on the demographic data: age and

level of education. Mean level of education differed significantly
between the nonmusician (16.9 ± 2.17 years) and novice musician
groups (14.64 ± 2.80 years), p < .05; see Table 1). Mean age differed
significantly between the nonmusician (25 ± 3.41 years) and inter-
mediate musician groups (21.09 ± .94 years), and between the nov-
ice (24.90 ± 3.80 years) and intermediate musician groups
(21.09 ± .94 years, p < .05; see Table 1). Consequently, in all the sta-
tistical analyses, age and educational level were included as con-
founding variables.

We performed a Kruskal-Wallis one-way ANOVA in order to
test gender distribution and no difference was observed between
the four groups.

2.3.2. Anatomical data preprocessing
Imaging data preprocessing and analysis were performed using

SPM12 software (Wellcome Trust Center for Neuroimaging, Lon-
don, UK) implemented in Matlab 7.4. Briefly, individual MRI data
were spatially normalized to the Montreal Neurological Institute
(MNI) template and segmented to isolate the grey matter partitions
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using the New Segment procedure in SPM12 and the DARTEL tool-
box (Ashburner, 2007). Finally, the resulting modulated images (i.e.
grey matter (GM) volume), which allow detection of relatively sub-
tle changes in tissue contrasts were smoothed with an 8-mm
FWHM isotropic Gaussian kernel. The resulting preprocessed
images were masked so as to include only voxels considered as
GM in the statistical analyses.

We also obtained the individual total volume of GM, white mat-
ter (WM) and cerebrospinal fluid (CSF) that we used to calculated
the individual total intracranial volume (TIV) by summing the vol-
ume of the three compartments. In the imaging analyses described
below, the TIV was used as a covariate to correct for brain volume
difference.

2.3.3. Imaging statistical analyses
2.3.3.1. Brain regions modified by musical practice. First, we per-
formed a regression analysis for the whole sample (44 partici-
pants) between the whole-brain GM volumes and the duration of
musical practice, controlling for age, educational level and TIV, in
order to first, locate the areas where grey matter volumes
increased with the duration of musical practice and second, high-
light regions where grey matter volumes decreased with the dura-
tion of musical practice.

2.3.3.2. Dynamics of brain regions modified by years of musical
training. Second, to highlight the possible dynamics of grey matter
volume modifications related to duration of musical practice, we
divided the participants into four groups (Table 1) according to the
duration of their musical training and extracted (using a fMRI_ROI
toolbox developed in our lab) the grey matter volumes of the areas
that were significant (at p < .001 uncorrected for multiple compari-
sons and cluster size k > 110 in the regression analysis. Using Statis-
tica software we performed one-way ANOVAs (controlling for age,
educational level and TIV) for each region and conduct post hoc com-
parisons (Tukey’s HSD) of grey matter volumes between the four
groups (nonmusicians, and novice, intermediate and expert musi-
cians). For the statistical results of the post hoc 2-by-2 comparisons
(Tukey’s HSD) we discussed significant differences at p < 0.05.

2.3.3.3. Influence of age of onset of musical training. Finally, to high-
light brain areas modified by early and late musical training (before
and after age 7 of onset), we performed as a complementary analy-
sis a two-sample t-test (at p < .001 uncorrected for multiple com-
parisons and cluster size k > 110) on GM images of the 15
musicians who began music before age 7 compared to 18 musicians
who began music later (after age 7). To control for duration of musi-
cal practice, number of years of practice was included as covariate,
and we also set age, educational level and TIV as covariates.

3. Results

3.1. Brain regions modified by musical practice

Positive correlations between GM volume and the duration of
musical practice were found in the left hippocampus, posterior cin-

gulate gyrus and superior temporal cortex, and in the right insular,
middle and superior frontal cortices, and supplementary motor
area Fig. 1 and Table 1). These same areas were found after control-
ling for gender, by including this parameter as a nuisance variable
in the model (data not shown). No brain area exhibited a negative
correlation between GM volume and the duration of musical
practice.

3.2. Dynamics of brain regions modified by years of musical training

Except for the right insula (F(3,37) = 2.25, p = 0.09), all these
areas present a significant main effect of musical expertise, after
controlling for age, educational level and TIV: the left hippocampus
(F(3,37) = 5.25, p = 0.003), posterior cingulate (F(3,37) = 3.56,
p = 0.023) and superior temporal cortex (F(3,37) = 3.71, p = 0.019),
and the right middle and superior frontal cortices (F(3,37) = 6.39,
p = 0.001), and supplementary motor area (F(3,37) = 5.78,
p = 0.002). Post hoc between-group comparisons conducted on
the GM volume of the brain regions found in the previous analysis
suggested distinct patterns of training-induced structural changes
(Fig. 1. Statistical results of the post hoc 2-by-2 comparisons
(Tukey’s HSD) revealed, for the left hippocampus: significant dif-
ferences between the nonmusicians and novice (p = 0.024), inter-
mediate (p = 0.0007) and expert musician (p = 0.0001) groups and
between the novice musicians and expert musicians (p = 0.015);
for the left posterior cingulate cortex: significant differences
between the nonmusicians and the expert musicians (p = 0.0002)
and between the intermediate musicians and the expert musicians
(p = 0.036); for the left superior temporal gyrus: significant differ-
ences between nonmusicians and the expert musicians (p = 0.003)
and between the intermediate musicians and the expert musicians
(p = 0.032); for the right middle and superior frontal cortices: sig-
nificant differences between the nonmusicians and intermediate
(p = 0.027) and expert musician (p = 0.0001) groups and between
the expert musicians and the novice (p = 0.009) and intermediate
musicians (p = 0.036); and for the supplementary motor area the
only significant difference was observed between the nonmusi-
cians and the expert musicians (p = 0.04) (Fig. 1) (see Table 2).

3.3. Influence of age of onset of musical training

The two-sample t-test performed on 15 musicians who began
music before age 7 compared to 18 musicians who started music
later (after age 7), revealed no significant GM difference, and nei-
ther did the reverse comparison. Thus, controlling for the duration
of musical practice, no brain area seemed to be specifically influ-
enced by the age of onset of musical training.

4. Discussion

Consistent with the evidence that musical training can bring
about neural plasticity in the brain (for reviews, see Stewart,
2008; Wan & Schlaug, 2010), the results of the present study
showed only significant positive correlations between the duration
of musical practice and changes in grey matter volumes in specific

Table 1
Mean (±standard deviation) demographic data for each group. For the statistical results of the post hoc 2-by-2 comparisons (Tukey’s HSD) only significant differences at p < .05 are
shown: acompared with nonmusician group, bcompared with novice musician group.

Nonmusicians Novice musicians Intermediate musicians Expert musicians

Female/male 5F/6M 4F/7M 6F/5M 3F/8M
Age in years (±SD and range) 25 ± 3.41 (21–32) 24.90 ± 3.80 (21–32) 21.09 ± 0.94 (20–23)a,b 24.18 ± 3.54 (21–32)
Education in years (±SD and range) 16.9 ± 2.17 (14–20) 14.64 ± 2.80 (10–19)a 14.82 ± 0.60 (14–16) 15.45 ± 1.13 (14–17)
Range of musical practice (mean ± SD) 0 1–8 (4.6 yrs ± 2.83) 9–14 (13.5 yrs ± 0.52) 15–26 (17.5 yrs ± 3.47)
Age of onset of training in years (±SD and range) – 20.27 ± 5.33 (14–31) 7.45 ± 0.82 (6–9) 6.63 ± 1.36 (5–9)
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brain regions that have already been found to be sensitive to musi-
cal training or expertise (Bermudez et al., 2009; Groussard et al.,
2010a; Hutchinson, Lee, Gaab, & Schlaug, 2003; Hyde et al.,
2009; James et al., 2014; Schneider et al., 2002). The comparison
of subjects with different levels of musical expertise enabled us
to extend our understanding of brain plasticity in musicians, by
allowing us to analyze different grey matter changes within each
brain region in the course of musical training.

4.1. Different structural changes across musical practice

Our analyses indicated that the grey matter modifications asso-
ciated with musical practice differ according to brain regions
(Fig. 1). These changes appear to be already noticeable in novice
musicians and were greater in the intermediate and expert musi-

cian group in the right middle and superior frontal regions and left
hippocampus, whereas structural modifications in the left superior
temporal, posterior cingulate and right supplementary motor areas
seem to be less linear and appear only after several years of musi-
cal practice. Given that we controlled for age and education level,
these results cannot be ascribed to normal cerebral maturation.
So, these findings suggest that experience-dependent shifts within
cognitive processes take place during musical training (Bermudez
et al., 2009; Hyde et al., 2009).

4.1.1. Left superior temporal gyrus
The left superior temporal gyrus is the structure where grey

matter density greater the most (50%) in expert musicians versus
nonmusicians. Previous studies observed an increase of GM in
the left superior temporal lobes in musicians (Gaser & Schlaug,

Fig. 1. Brain areas in which grey matter density changed with musical expertise. Results displayed the brain areas with significant positive correlation at p < .001 uncorrected
for multiple comparisons and cluster size k > 110 between the duration of musical practice and GM volumes (controlling for age, educational level and TIV) and boxplot
representations of GM volumes of (a) the left hippocampus, (b) right supplementary area, (c) right insula, (d) right superior and middle frontal cortex, (e) left superior
temporal cortex and (f) left posterior cingulate cortex for each group. Box plots represent data of each group with quartiles (upper values 75%, median, and lower values 25%).
The whiskers show range of the data and blobs raw values. For statistical results of the post hoc 2-by-2 comparisons (Tukey’s HSD) only significant differences are shown: *
compared with the nonmusician group, o compared with the novice musician group and # compared with the intermediate musician group.

Table 2
Brain areas in which GM volume changed with musical expertise. Location and MNI x, y, z coordinates (in mm) of peaks of significant grey matter density increases revealed by
the analysis of variance with age, years of education and TIV as covariates. In all the areas listed, changes in grey matter volume are statistically significant at the p < .001
uncorrected level for multiple comparisons and cluster size k > 110.

Anatomical location Cluster size (in voxels) x y z Z score

Left hippocampus 434 �28 �15 �12 4.77
Right supplementary motor area 114 9 14 49 4.43
Right superior and middle frontal cortex 211 27 59 3 4.22
Left posterior cingulate cortex 165 �6 �57 32 4.02
Right insula 177 33 21 �8 3.70
Left superior temporal 122 �56 �19 2 3.47
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2003; Schneider et al., 2002; James et al., 2014) compared to non-
musicians suggesting a direct effect of musical practice on this
area. Moreover, functional imaging studies have revealed that both
superior temporal areas were involved in the processing of melody
(Bengtsson & Ullén, 2006) and the left one in musical semantic
memory (Groussard et al., 2010b). We thus can hypothesize that
throughout their training, musicians gradually develop the ability
to decode the perceptual features of tunes (melody) and to mem-
orize these features, in order to obtain a unique representation of
each musical encounter. Moreover, previous research has sug-
gested that the temporal structure is central to the recognition of
familiar melodies. This brain area is thought to sustain the musical
lexicon and could be involved in perceptual musical memories
(Peretz et al., 2009). Given that the musical lexicon is gradually
enriched through training and through listening to tunes, our
results suggest that the grey matter differences in the left temporal
area can be attributed to musical expertise.

4.1.2. Left posterior cingulate cortex
We observed a 23.5% enlargement in grey matter volume in the

left posterior cingulate cortex of the expert musicians, compared
with the nonmusicians. Hyde et al. (2009) previously observed a
grey matter increase in the posterior cingulate cortex in children
after 15 month of musical training and interpreted this fact as a
consequence of integration of sensory information (visual) and
emotional content occurring during the learning to read musical
notation. Moreover, in musical memory studies, this area appears
to be activated during familiarity tasks featuring well-known songs
(Groussard et al., 2010b; Satoh, Takeda, Nagata, Shimosegawa, &
Kuzuhara, 2006) and could underlie autobiographical memories
associated with musical excerpts (Ford, Addis, & Giovanello, 2011).

4.1.3. Right insular cortex
We observed an enlargement of grey matter in the insula cortex

with the duration of musical practice but no clear pattern of mod-
ification appears regarding the level of musical expertise, never-
theless we could observe 14.6% difference between the expert
musicians and the nonmusicians. This area is thought to reflect
the emotional aspects of music processing (Koelsch, 2010;
Koelsch, Fritz, Schulze, Alsop, & Schlaug, 2005). A positive correla-
tion has been observed between the activation of the insula and
the intensity of the thrills induced in musicians by favorite pieces
of classical music (Blood & Zatorre, 2001). We can assume that,
musicians hone not just their technical prowess but also their emo-
tional sensitivity to music. In the course of their musical experi-
ence, musicians develop the ability (their sensitivity) to perceive
the emotional content inherent to different pieces of music and,
in turn, the ability to communicate that emotion to their audience.

4.1.4. Right supplementary motor area
An increase in grey matter of the right supplementary motor

area only seems to appear after 15 or more years of musical prac-
tice, amounting to 26% between the expert musicians and the non-
musicians. This structure, together with the premotor cortex, had
previously shown a greater GM volume in musicians vs. nonmusi-
cians (Gaser & Schlaug, 2003). This cerebral area was also observed
in musical studies focusing on the processing of sequential tempo-
ral structures in passive rhythm perception (Bengtsson et al.,
2009). fMRI studies, revealed that in pianists the supplementary
motor area could be involved in both pitch and timing repetition
during listening and performance tasks (Brown et al., 2013), as well
as in the rhythmic and melodic musical improvisation (Manzano &
Ullén, 2012) confirming its probable implication during musical
training. On the other hand, some studies suggested that when
musicians reach a professional status, the activity of motor struc-

tures decrease, which is likely to reflect motor automatization or
specialization (Gaser & Schlaug, 2003; James et al., 2014).

4.1.5. Right superior and middle frontal gyri
Our study shows that, in the right superior and middle frontal

gyri, grey matter volumes seems to undergo a gradual increase,
to reach a 25% difference between the expert musicians and the
nonmusicians. These structures have already been found in musi-
cal studies, and appear engaged in musical episodic retrieval
(Platel, Baron, Desgranges, Bernard, & Eustache 2003) and also
recruited by self-referential processes associated with music
(Zatorre, Halpern, & Bouffard, 2010), that are high-level cognitive
processes developed with musical experience. One recent study
explored brain structures that are activated when musicians play
in an ensemble, and suggested that the cognitive empathy needed
to take account of the other musicians and to play a piece of music
together accurately is largely mediated by frontal areas BA 10/11
(Babiloni et al., 2012). Thus, we can hypothesize that the gradual
modification in the right superior and middle frontal cortex with
the musical expertise appears because playing in a music ensemble
requires mastery of one’s instrument synchronized with the other
players, which is acquired progressively with the years of practice.

4.1.6. Left anterior hippocampus
We observed a gradual increase between duration of musical

practice and grey matter volumes in the anterior part of the left
hippocampus, suggesting a specific impact of musical practice on
this area. This difference reached 17.8% with a greater grey matter
volume for the expert musicians, compared with the
nonmusicians.

Hippocampal grey matter changes were already noticeable in
the novice vs. nonmusicians. This structure is closely involved in
context-dependent episodic or autobiographical memory
(Burgess, Maguire, & O’Keefe, 2002; Viard et al., 2007), suggesting
that musicians construct specific memories relating to their musi-
cal experiences (e.g., a particular melody played during a specific
concert). Thus, musicians’ memories of music may be more
detailed, vivid and emotional than those of nonmusicians
(Groussard et al., 2010a). Using grey matter volume analysis,
Rajah, Kromas, Han, and Pruessner (2010) observed the involve-
ment of the anterior part of the hippocampus in binding spatial
and temporal contextual details with item information during
encoding and/or retrieval - an ability that is also required in musi-
cal practice (e.g., reading a music score). Given the high intensity of
auditory-visual encoding processes that characterizes music learn-
ing, our findings fit well with this assumption.

Moreover, training-related neurogenesis has been found in the
hippocampi of both animals and humans (Eriksson et al., 1998;
Fotuhi, Do, & Jack 2012; Kempermann, Gast, & Gage, 2002 for
review). In humans, modifications in hippocampal grey matter
have been observed such as in London taxi drivers (Maguire
et al., 2000) and medical students taking examinations
(Draganski et al., 2006), as well as in older people following a per-
iod of intense learning (Boyke et al., 2008), suggesting the biological
engraving of new learning. These observations, taken together with
the present results, suggest that musical practice could influence
neurogenesis in the left hippocampus, whatever the level of musi-
cal expertise or the age of onset, and could possibly reflect an
increase in memory faculties.

5. Profits and limits

We carried out a global regression analysis in order to give an
account of the effect of years of musical practice on GM volume.
Given that we controlled for age and education level, and that all
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participants were young adults, our results cannot be ascribed to
normal cerebral maturation or aging effect. In addition, the major
interest of including a group of strictly nonmusicians in our exper-
imental sample is precisely to be able to reveal early GM modifica-
tions related to the musical practice. Then, the ANOVA carried out
makes it possible to show the contribution of each group in the GM
modifications, and allows us to analyze grey matter changes within
each brain region in relation with the number of years of musical
training. One can however wonder whether the results of the
regression analysis could mainly reflect the contribution of the
nonmusicians group. We thus carried out the regression analysis
(data not shown) on the 3 groups of musicians only, with TIV,
Age, and Education level as covariates, and we obtained most of
the cerebral areas already found in our previous analysis (that
included nonmusicians). Unlike James et al. (2014) we did not
observe any decrease in sensorimotor areas, possibly because our
study included amateur musicians. All the musician in our study
(from ‘‘novice’ to ‘‘expert’’) practiced 5–10 h per week (selection
criteria) whereas in the study of James et al. (2014) musicians
who were professional pianists practiced more than 10 h. It is thus
possible that the decrease in sensorimotor areas GM density needs
a more intensive musical practice than that of non-professional
musicians.

While most studies included only pianists, we deliberately
decided not to select our subjects on instrumental criteria (in ref-
erence to the work of Sluming et al., 2002) so as to limit the influ-
ence of a particular type of instrumental practice. The global
repartition of instrumental practice is quite homogeneous in our
sample of musicians (see 2.1 Participants), and most of our musi-
cian subjects, after learning a primary instrument had finally
become multi-instrumentists. Our results thus reflect the cerebral
effects of musical rather than instrumental training. However, it
would be definitely interesting to have a larger sample of different
kind of instrumentalists in order to learn whether particular
instrumental practices differently modify GM volume during time.

Concerning the possible effect of gender repartition in our
results, we carried out a Kruskall-Wallis ANOVA, which does not
show any significant difference between male and female reparti-
tion in our experimental group. We also checked that the results of
the main correlation between musical practice and GM volume
were not modified by including gender as covariate in our analysis
(data not shown). However, we did a comparison (two-sample)
between men and women participants by putting in covariate
the number of years of practice. We found a significant greater
GM volume in men in motor areas: the cerebellum and the para-
central lobule (data not shown), while the opposite comparison
did not show any such significant difference in women vs. men.
As some authors have already observed (Hutchinson et al., 2003),
if we compare men and women populations with the duration of
musical practice as a covariate, grey matter differences are found
only in men in motor area: cerebellum and paracentral lobule.
The reason of such effect is unknown and needed future studies.

Clearly, the cross-sectional design of this study limits the inter-
pretations regarding the dynamics of grey matter modifications
with duration of musical practice. These could be only confirmed
with longitudinal studies carried out in nonmusicians who would
learn a musical instrument over a long period of time (e.g. 15 or
more years of musical practice), which is quite a challenging task
in a research context. Nevertheless, our results do provide substan-
tial evidence that localized, structural modifications and adapta-
tions occur in response to the long-term musical training and
acquisition of skills specifically needed to play an instrument. As
the two-sample t–test performed on 15 musicians who began
music before age 7 compared to 18 musicians who started music
later (after age 7), revealed no significant GM difference (as the
reverse comparison), our results are likely to be explained by the

number of years of musical practice rather than to reflect the influ-
ence of the onset of musical education taking place at a ‘‘sensitive’’
period of life (White, Hutka, Wiliams, & Moreno, 2013). In other
word, although some authors observed an effect of early-training
music (for example, Bailey et al., 2014) our data suggested that
even if musical training is begin after age of 7, musical practice
could also modified structural brain. Finally, it is difficult to isolate
from the structural brain modifications observed, the respective
impact of the age of onset and duration of musical practice, but
these two variables have undoubtedly an influence and are proba-
bly additional.

6. Conclusion

The present findings illustrate the dynamics of structural brain
changes related to musical practice. While neural plasticity occurs
in some regions (left hippocampus and right middle and superior
frontal), as soon as an individual engages in music learning, grey
matter modifications in other brain areas (left posterior cingulated
cortex, superior temporal areas and right supplementary motor
area and insula cortex) require several years of practice. These dif-
ferential dynamics of structural neuroplasticity according to brain
regions can be attributed to two nonexclusive mechanisms. First,
these brain regions may differ in terms of their intrinsic plastic
properties (e.g., the hippocampus and its mechanism of neurogen-
esis). Second, the differential dynamics of change may reflect the
involvement of different cognitive functions at different stages in
music learning: initial improvements in motor, visual and percep-
tual skills and the progressive enhancement of the higher-level
cognitive processes, such as semantic or episodic memory, meta-
representation (emotional interpretation and musical expressive-
ness) and executive functions that are essential for playing in a
music ensemble.

Further investigations are now required to determine whether,
from a more clinical perspective, musical practice could increase
the so-called cognitive reserve in healthy aging and, perhaps, delay
the emergence of cognitive decline in older people (Verghese et al.,
2003).
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Training can change the functional and structural organization of the brain, and animal models demonstrate that the hippocampus
formation is particularly susceptible to training-related neuroplasticity. In humans, however, direct evidence for functional plasticity of
the adult hippocampus induced by training is still missing. Here, we used musicians’ brains as a model to test for plastic capabilities of the
adult human hippocampus. By using functional magnetic resonance imaging optimized for the investigation of auditory processing, we
examined brain responses induced by temporal novelty in otherwise isochronous sound patterns in musicians and musical laypersons,
since the hippocampus has been suggested previously to be crucially involved in various forms of novelty detection. In the first cross-
sectional experiment, we identified enhanced neural responses to temporal novelty in the anterior left hippocampus of professional
musicians, pointing to expertise-related differences in hippocampal processing. In the second experiment, we evaluated neural responses
to acoustic temporal novelty in a longitudinal approach to disentangle training-related changes from predispositional factors. For this
purpose, we examined an independent sample of music academy students before and after two semesters of intensive aural skills training.
After this training period, hippocampal responses to temporal novelty in sounds were enhanced in musical students, and statistical
interaction analysis of brain activity changes over time suggests training rather than predisposition effects. Thus, our results provide
direct evidence for functional changes of the adult hippocampus in humans related to musical training.

Introduction
The ability to make music to a professional standard implies a
high degree of performance, which is acquired after years of
intensive training and is one of the most complex human achieve-
ments involving various brain regions (Peretz, 2006). The musi-
cian’s brain is thus regarded as a suitable model to study neuroplastic
changes (Munte et al., 2002). However, the effect of musical exper-
tise acquired through years of intensive training on functional prop-
erties of the hippocampus remained elusive, although animal
models show that the hippocampus formation is particularly suscep-
tible to neuroplastic changes modulated by various environmental
factors and learning processes (Kempermann et al., 1997; Lledo et
al., 2006).

Hippocampal plasticity in humans in general has mainly been
inferred indirectly, by measuring the structural changes of this

region with volumetric magnetic resonance imaging and relating
it to training tasks involving memory functions (Maguire et al.,
2000; Draganski et al., 2006). However, evidence for altered func-
tional measures directly reflecting changes in hippocampal pro-
cessing as induced by environmental factors or training is
missing.

In addition to its outstanding role for memory and spatial
navigation (Maguire, 2001; Ekstrom et al., 2003), the hippocam-
pus has been suggested to be involved in novelty detection
(Knight, 1996; Strange et al., 1999). Hippocampal novelty detec-
tion is based on a comparison of actual sensory inputs with stored
stimulus patterns (Gray and Rawlins, 1986; Strange and Dolan,
2001; Vinogradova, 2001; Kumaran and Maguire, 2007a).

Music consists of precisely patterned sequences of sounds,
and the ability to identify isochronous temporal intervals (and
temporal variations) and to synchronize precisely with sensory
information is a prerequisite for playing in an ensemble. A fine-
tuning of aural skills in professional musicians is achieved by a
sophisticated ear training that musical students receive during
their academic education and is regarded as crucial component of
their vocational formation.

We thus hypothesized that the hippocampus might be criti-
cally involved in detection of novelty of temporal structure in the
auditory domain and that training of aural skills could modulate
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the detection of temporal novelty of acoustic signals in the
hippocampus.

We used functional magnetic resonance imaging (fMRI) to
test these two hypotheses in two independent experiments. In a
first experiment (experiment 1), by presenting an acoustic tem-
poral mismatch paradigm (see Fig. 1) to subjects with different
backgrounds of musical training (professional musicians and
musical laypersons), we aimed at testing for the involvement of
hippocampus in acoustic novelty detection and its putative func-
tional modulation by musical experience using a cross-sectional
design. A cross-sectional design, however, leaves open the funda-
mental question whether observed differences between groups
are related to talent or training. Thus, in a second experiment
(experiment 2) using a longitudinal design, we examined an in-
dependent sample of music academy students before and after
academic aural skills training in comparison with students of
nonmusical faculties to specify the impact of musical training on
hippocampal acoustic novelty detection.

More generally, by investigating auditory novelty detection in
musicians’ brains, we aimed at studying whether the adult human
hippocampus is subject to functional plasticity induced by training.

Materials and Methods
Both experiments have been approved by the local ethics committee, and
all subjects provided written informed consent to participate.

Subjects
In the cross-sectional experiment, we examined seven professional mu-
sicians who were professional experts in ear training and seven nonmu-
sicians (for subject characterization, see supplemental Table 1, available
at www.jneurosci.org as supplemental material), matched for age and
gender. Most of the musicians worked as lecturers at a music academy. In
the longitudinal experiment, 19 musical students and 21 control students
of other (nonmusical) faculties were examined (supplemental Table 2,
available at www.jneurosci.org as supplemental material). The musical
students were recruited from the “Musik-Akademie Basel (Hochschule
fuer Musik and Schola Cantorum Basiliensis)”; the students of other
faculties were recruited at the University of Basel (Basel, Switzerland).

The musical students of this study were at the beginning of their aca-
demic music studies at Hochschule fuer Musik, Basel, or at the Schola
Cantorum Basiliensis. The students underwent intensive ear training
with at least three semester hours lessons per week in ear training (see also
supplemental material, available at www.jneurosci.org). The students
were also requested by their lecturers to improve their aural skills by
training at home. In our study, we tested the musical students two times,
at the beginning and at the end of their first two semesters of the ear
training. The mean time interval between the two test sessions was 217 d
(SD, 16).

Students from other faculties, who, however, did not receive any aural
skill training between the two longitudinal evaluation time points in
addition to the formal education specific to their individual fields of
study, served as a matched control group (mean interval between ses-
sions, 198 d; SD, 20).

Auditory stimulation during functional imaging
Subjects (experiments 1 and 2) were exposed to an acoustic temporal
mismatch paradigm [similar to that of Rüsseler et al. (2001)] via MR-
compatible headphones (Commander XG; Resonance Technology). In
detail, sine tones (50 ms duration; 5 ms linear rise and fall times; carrier
frequency, 1 kHz) were adjusted in amplitude according to the subjects’
subjective feedback of sounds being clearly distinguishable from scanner
noise background while not being experienced as unpleasant [no signif-
icant group differences in sound pressure level (SPL); experiment 1:
mean SPL, 89 dB; t test (df 12), p � 0.17; experiment 2: mean SPL, 83.5
dB; ANOVA, p � 0.43]. The stimuli were presented with a standard
stimulus onset asynchrony (SOA) of 150 ms. Shorter SOAs with three
degrees of deviance (142, 130, and 100 ms) (see Fig. 1) (example audio

files are presented in the supplemental material, available at www.
jneurosci.org) occurred every 16 –20 s, representing the novel deviant
temporal structure of acoustic input. In other words, on average, 1 of 120
sine tones represented temporal novelty. Each deviant condition was
repeated 12 times in a pseudorandomized order (experimental duration
in total, 11 min 26 s). To avoid activation caused by response selection,
planning, or working memory, subjects were not required to make any
sort of response during the experiment. Moreover, they were instructed
to watch a silent movie and to ignore the sounds presented binaurally via
headphones. This way, subjects performed an incidental task so as to
avoid any explicit judgment on auditory inputs. In our experiments, we
thus focused on automatic or task-irrelevant novelty detection in the
auditory domain (and its plasticity related to musical training), because
automaticity is an important property of an efficient novelty discrimina-
tion system allowing the brain to rapidly and effortlessly detect change in
the environment (Sokolov, 1963; Brown and Bashir, 2002; Yamaguchi et
al., 2004; Kumaran and Maguire, 2007b). Note that this approach is
similar to experimental conditions commonly used in electrophysiological
studies to test for the neural correlates of preattentive oddball detection in the
acoustic domain (for review, see Näätänen and Escera, 2000; Näätänen et
al., 2001) and to identify functional differences in automatic auditory
processing in musicians and nonmusicians on a cortical (for review, see
Munte et al., 2002) and subcortical level (Parbery-Clark et al., 2009).

Behavioral testing of musical skills
To behaviorally assess basic temporal sound processing facilities, sub-
jects of the cross-sectional study performed a standardized test mea-
suring musical abilities after functional imaging, which required the
detection of small deviances in short melodies in a forced-choice task
[Advanced Measures of Music Audiation (AMMA) test] (Gordon,
1998) (see supplemental Table 1, available at www.jneurosci.org as
supplemental material).

For evaluation of aural skills of students in the longitudinal study, they
participated in a music dictation, probably the most common measure to
evaluate musical aural skills at the university level. At two times (at the
beginning at the end of our study period), a piece of music (cut to “takes”
of a few seconds) was presented to the students by headphones. The
students had to write the musical scores of the soprano and the bass voice.
The scores were judged by university teachers at Hochschule fuer Musik
by giving credits corresponding to each correct measure in each voice.
The achieved and the possible credits of the dictation were converted to a
percentage measure of correct answers. The following parts of music
have been used for the dictation: (1) W. A. Mozart: symphony KV 319, 2d
movement, measures 1–18; (2) J. S. Bach: cantata BWV 119, no. 5 (alto
aria), measures 1–13. The degree of difficulty of these two music parts
was comparable.

The music dictations took place outside the MR room in the rooms of
Hochschule fuer Musik. The students were familiar with the situation of
the music dictation. Sixteen (of 19) students participated at the baseline
dictation (“Mozart”), and 17 after their two semesters of training
(follow-up, “Bach”).

Data acquisition
For the cross-sectional experiment (experiment 1), fMRI data were ac-
quired on a 1.5 T standard clinical MRI scanner (Siemens) equipped with
an Espree gradient system and a circularly polarized radio frequency
headcoil. Data from the longitudinal experiment (experiment 2) were
acquired with a 3 T MRI scanner (Siemens) equipped with an Allegra
gradient system and a circularly polarized frequency headcoil. In all im-
aging experiments, the subject’s head was fixated with foam pads to
minimize movement during the experiment. A T1-weighted high-
resolution data set covering the whole brain was collected for each subject
with a three-dimensional magnetization-prepared rapid acquisition gra-
dient echo with 1.2 � 1 � 1 mm 3 (experiment 1), respectively, a three-
dimensional modified driven equilibrium Fourier transform sequence
with 1 � 1 � 1 mm 3 (experiment 2).

To reduce perceptual and physiological interactions of the blood oxy-
gen level-dependent (BOLD) signal caused by the acoustic noise pro-
duced by switching magnetic field gradients in fMRI with activity
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induced by experimental acoustic stimulation, we used a recently devel-
oped novel low-impact noise acquisition fMRI sequence, which increases
in the dynamic range of BOLD signal (Seifritz et al., 2006) for functional
imaging. In short, this sequence elicits a scanner gradient acoustic noise,
which is perceived to be continuous. By way of contrast, conventional
echoplanar imaging sequences produce a pulsed scanner noise pattern,
which could heavily interfere with the temporal structure of the acoustic
stimulation used in our study [for detailed illustration of sound enve-
lopes of scanner noise, see Seifritz et al. (2006), their Fig. 1].

The functional volumes were positioned parallel to the lateral sulcus.
Imaging parameters of the cross-sectional experiment (1.5 T). Imaging

parameters of the cross-sectional experiment (1.5 T) were as follows:
gradient-recalled echoplanar low-impact noise acquisition imaging se-
quence with 16 image slices having a thickness of 5 mm and a volume
repetition time (TR) of 1850 ms (field of view, 180 2 mm 2; matrix, 64 2

pixels; echo time, 61 ms; flip angle, 90°; bandwidth, 1280 Hz/pixel; slice
acquisition time, 116 ms).

Imaging parameters of the longitudinal experiment (3 T). Imaging pa-
rameters of the longitudinal experiment (3 T) were as follows: gradient-
recalled echoplanar low-impact noise acquisition imaging sequence with
20 image slices having a thickness of 4 mm and a volume TR of 1880 ms
(field of view, 220 2 mm 2; matrix, 64 2 pixels; echo time, 30 ms; flip angle,
90°; bandwidth, 1280 Hz/pixel; slice acquisition time, 62 ms).

Data preprocessing
Image time courses were processed using the software package Brain-
Voyager QX (Brain Innovation): for each subject, the first two echoplanar
images were discarded to allow for magnetization signal full saturation,
and all the remaining scans were realigned to the first included volume
scan using a Levenberg–Marquardt algorithm optimizing three transla-
tion and three rotation parameters on a resampled version of each image.
The resulting head motion-corrected time series were corrected for the
different slice scan times using a cubic spline interpolation procedure
and then filtered in the temporal domain. For temporal filtering, a high-
pass filter with cutoff to six cycles per time course (114 s) was used to
reduce linear and nonlinear trends in the time courses. Using the results
of the image registration with three-dimensional anatomical scans, the
functional image–time series were warped into Talairach space and resa-
mpled into 3 mm isotropic voxel time series. Finally, to perform a group-
level analysis, the resampled volume time series were spatially filtered
(smoothing) using a 6 mm full-width at half-maximum Gaussian kernel.

Statistical analysis
The variance of all image time series was estimated voxelwise according
to a random effects convolution-based general linear model (GLM) anal-
ysis (Friston et al., 1995, 1999). Three “event-type” predictors of interest
encoding the responses to the three deviant types and one “block-type”
predictor of no interest encoding the response to the standard stimulus
against a baseline of no auditory stimulation were defined using the
double-gamma function (Friston et al., 1998) as hemodynamic input
function for the linear convolution. In total, the design matrix included
five predictors, three predictors of interest (for the deviant events) and
two confounds (for the standard response and the “constant” baseline).

For each subject and each voxel included in the slab of imaging, the five
“�” weights of the five regressors were estimated according to a GLM
fit–refit procedure, which ensured a correction of residual serial correla-
tion in the error terms according to a first-order autoregressive model
(Bullmore et al., 1996).

To draw population-level inferences from statistical maps, the three �
estimates for the predictors of interest at each voxel entered a second-
level ANOVA with subjects treated as random observations (random-
effects ANOVA). Two different factorial designs were defined for the
random-effects ANOVA of the cross-sectional and the longitudinal study
data. For the cross-sectional experiment, a two-way ANOVA table was
prepared, with one within-subject factor for the “temporal novelty” ef-
fect (including three levels for the three deviant types) and one between-
subject factor for the “musicianship” effect (including two levels for the
two groups of professional musicians and nonmusicians). For the longi-
tudinal study, a three-way ANOVA table was prepared, with two within-

subject factors for the temporal novelty effect (including three levels for
the three deviant types) and for the “musical training” effect (including
two levels for pretraining and posttraining measurements) and one
between-subject factor for the musicianship effect (including two levels
for the two groups of musical and nonmusical students). The resulting F
maps for the main effects of the task in all groups and both studies, for the
two-way interaction “temporal novelty by musicianship” in the cross-
sectional study and “temporal novelty by training” in the longitudinal
study and for the three-way interaction “temporal novelty by musical
training by musicianship” in the longitudinal study were overlaid on a
Montreal Neurological Institute template brain. To localize the signifi-
cant effects on the average anatomy, a threshold was applied to the F
maps, which protected against false-positive clusters at 5% (corrected for
multiple comparisons). Starting from the uncorrected threshold of p �
0.001, a whole-slab cluster-level correction approach based on Monte
Carlo simulations (Forman et al., 1995; Etkin et al., 2004) was used to
define the corresponding minimum cluster size to apply. Only clusters
that survived this thresholding procedure are reported in Results.

To test for correlations between BOLD responses to temporal novelty
and behaviorally assessed musical abilities, a region of interest (ROI) was
functionally defined from those voxels that exhibited a statistically
significant three-way interaction (temporal novelty by training by
musicianship) after the voxel-based analysis of the data from the
longitudinal study (experiment 2). To preclude any circularity of data
analysis (Kriegeskorte et al., 2009), we then applied this ROI mask
derived from experiment 2 (longitudinal study) to the independent
fMRI data acquired in experiment 1 (cross-sectional study). The av-
erage time courses from these voxels were extracted for each subject
(experiment 1) and resubmitted to the same GLM (ROI-GLM). The
resulting ROI-GLM fits were finally correlated with individual musi-
cal abilities of the subjects as evaluated with the AMMA test (see
supplemental Table 1, available at www.jneurosci.org as supplemen-
tal material) for the cross-sectional experiment using an analysis of
covariance (ANCOVA) model with one categorical factor (musician-
ship) and one continuous factor (AMMA score).

Results
Cross-sectional study (experiment 1)
We presented a temporal mismatch paradigm consisting of reg-
ularly spaced sine tones interspersed with infrequently occurring
deviant SOAs (Fig. 1) to groups of professional musicians (n � 7)
and nonmusicians (n � 7), matched for age and gender (for
detailed subject characterization, see supplemental Table 1, avail-
able at www.jneurosci.org as supplemental material), to test for
differential brain responses to temporal novelty in the acoustic
domain between groups.

The occurrence of standard sine tones, presented with shorter
SOAs (142, 130, 100 ms) compared with the standard SOA (150
ms) (Fig. 1), elicited a mismatch response in the temporal plane
of the right hemisphere ( p � 0.05, corrected), which depended
on the degree of deviance. The greater the deviance (i.e., the
shorter the deviant SOAs), the more neural activity was induced
(Fig. 2A,B). BOLD activity in the right planum temporale in-
duced by a temporal mismatch did not differ significantly be-
tween musicians and nonmusicians.

However, a second-level two-way interaction analysis with the
factors temporal novelty (three levels of temporal deviance) and
musicianship (professional musicians vs nonmusician) revealed
enhanced BOLD responses to novelty of temporal structure in
musicians’ left anterior hippocampus ( p � 0.05, corrected) (Fig.
2C) (for details, see supplemental Fig. S2, available at www.
jneurosci.org as supplemental material).

Longitudinal study (experiment 2)
We presented the temporal mismatch paradigm from experi-
ment 1 to an independent sample of music students and stu-
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dents from other faculties (n � 40)
(supplemental Table 2, available at www.
jneurosci.org as supplemental material).
To evaluate the impact of academic musi-
cal training on temporal novelty detec-
tion, BOLD responses to temporal novelty
were measured twice in both groups. Mu-
sic students were examined before they
started musical training at university level,
and after completing the first two semes-
ters at university, which include aural
skill training (see supplemental mate-
rial, available at www.jneurosci.org). In
addition, aural skills were quantified be-
haviorally using a music dictation, to
test for changes across time. We used
percentage measures to compare the re-
sults of the two music dictations [baseline (1) and follow-up
(2)] (see Materials and Methods) of music students. Results
showed a high interindividual variance. The students achieved
a mean of 65.6% (20.5–99.6; SD, 27.2) correct answers in
music dictation 1 (Mozart: symphony KV 319, 2d movement,
measures 1–18) and 77.3% (20.7–100; SD, 27.4) in music dic-
tation 2 [J. S. Bach: cantata BWV 119, no. 5 (alto aria), mea-
sures 1–13]. Using a Wilcoxon test for nonparametric data
revealed a significant time effect (i.e., the music students per-
formed better after one-half year of ear training) (Z � �2.275;
p � 0.023, two-tailed).

Students from other faculties, however, did not receive any
aural skill training between the two longitudinal evaluation time
points in addition to the formal education specific to their indi-
vidual fields of study.

Deviance detection in the planum temporale of the
right hemisphere
Computing the main effect of deviant SOAs (142, 130, 100 ms) in
the cohort of all students participating in the longitudinal study
revealed BOLD activity related to novelty in temporal structure in
the planum temporale of the right hemisphere, consistent with
the results of the cross-sectional study (Fig. 3A). Like in the cross-
sectional study, the amplitude of the BOLD response in this re-
gion depended on the degree of deviance (i.e., the greater the
irregularity compared with the standard temporal pattern, the
more neural activity is elicited in this region) (Fig. 3B).

Group differences in temporal novelty detection not related
to academic musical training
Evaluating the impact of musicianship (musical students vs stu-
dents of other faculties) on temporal novelty detection in the
longitudinal sample without considering the factor training (i.e.,
the impact of academic musical training between the two longi-
tudinal scan sessions separated by academic aural skills training)
in a two-way interaction analysis (temporal novelty by group)
revealed a significant interaction ( p � 0.05, corrected) in the
insula and precuneus of the right hemisphere in response to tem-
poral novelty (supplemental Fig. S1, available at www.jneurosci.
org as supplemental material). In these right hemispheric
regions, musical students showed enhanced BOLD responses to
temporal deviance compared with other students. However, in
contrast to the cross-sectional study, this two-way interaction
revealed no significant differences in temporal novelty processing
in left anterior hippocampus between the groups of the longitu-
dinal sample.

Effect of academic musical training on hippocampal
novelty detection
To test for the effect of academic musical training on brain re-
sponses to temporal novelty, we performed a three-way interac-
tion analysis with the factors temporal novelty (three levels of
temporal deviance) by musicianship (musical students vs stu-
dents of other faculties) by training (measurements before and
after musical students received general ear training). We found a
significant interaction ( p � 0.05, corrected) of the three factors
in the left anterior hippocampus: in comparison with students of
nonmusical faculties, musical students showed enhanced hip-
pocampal BOLD responses to temporal novelty only after refin-
ing their musical skills through training at academic level (Fig.
3C) (for details, see also supplemental Fig. S3, available at www.
jneurosci.org as supplemental material). Note that the evaluation
of the two-way interaction between the factors temporal novelty
and training (without considering the factor musicianship) re-
vealed significant effects in the left inferior frontal gyrus only
( p � 0.05, corrected), but not in hippocampus. That is, neither
the reexposition to the temporal novelty paradigm across groups
(factor training) nor the factor musicianship (see above for re-
sults of the interaction temporal novelty by musicianship) alone,
but only their interaction accounts for the enhanced hippocam-
pal activation, suggesting training-related changes of acoustic
novelty detection capabilities in left anterior hippocampus in
musical students receiving (task-unrelated) training of musical
skills at university.

In summary, like in professional musicians with an academic
musical background (see results of cross-sectional study), a gen-
eral training of aural skills at academic level enhanced BOLD
activity in left anterior hippocampus in response to temporal
novelty in musical students.

Behavioral correlates of enhanced hippocampal novelty
detection in musicians
We tested for correlations between BOLD responses to temporal
novelty in regions showing training-related plasticity (i.e., left
hippocampus) and musical aptitude as evaluated using a com-
mon standardized measure (AMMA test) (Gordon, 1998). To
avoid any circularity of statistical analysis (Kriegeskorte et al.,
2009), we used our two independent datasets from experiments 1
and 2 for ROI selection and subsequent analysis. More specifi-
cally, first the ROI was functionally defined by the voxel-based
three-way interaction analysis with the factors temporal novelty,
musicianship, and training in the longitudinal study (experiment
2), representing the brain area in which we observed training-

Figure 1. Schematic design of stimulation (experiments 1 and 2). Regularly timed sine tones (50 ms duration; 5 ms linear rise
and fall times; carrier frequency, 1 kHz) with a standard SOA of 150 ms were presented to the subjects through MR-compatible
headphones binaurally. Intermittently, subjects were exposed to interspersed stimuli with a shorter SOA of 142, 130, or 100 ms,
respectively. The deviant intervals occurred every 16 –20 s in a pseudorandomized order.
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related changes (left hippocampus) (Fig. 3). Then, using inde-
pendent data from subjects of experiment 1, we found that BOLD
responses to temporal novelty within this ROI are correlated with
the individuals’ musical abilities as evaluated separately using the
AMMA test (ANCOVA, F � 4.81, p � 0.05), pointing to the
behavioral significance of the functional differences found in
musicians’ hippocampus.

Discussion
Deviance detection in the planum temporale of the
right hemisphere
We found that right-hemispheric secondary auditory cortex is
crucially involved in detection of temporal pattern variations em-
bedded in an otherwise temporally regular sequence of tones.
The planum temporale has been previously suggested to be a
“computational hub,” which is essential for segregating spectrotem-
poral sound patterns and matching them with stored representa-
tions (Griffiths and Warren, 2002), and mismatches in the
temporal domain seem to be preferentially processed in the right
hemisphere (Mustovic et al., 2003; Herdener et al., 2007). The mod-
ulation of BOLD response amplitude with degree of deviance in

this region is consistent with electro-
physiological data showing a parametric
variation of oddball induced activity with
deviance modulation (Näätänen et al.,
2001). However, BOLD activity to tempo-
ral mismatch in this region does not differ
between groups of musicians and nonmu-
sicians, neither in our cross-sectional
comparison of professional musicians
versus nonmusicians (experiment 1)
nor in our longitudinal study evaluating the
impact of musical training on acoustic
novelty detection (experiment 2). This
indicates a comparable detection of tempo-
ral novelty in secondary auditory regions of
both musicians and nonmusicians.

Enhanced novelty detection in
left anterior hippocampus in
musical experts
Significant group differences in the cross-
sectional comparison (experiment 1) of
temporal novelty detection in the audi-
tory domain were observed in the anterior
left hippocampus, which shows enhanced
BOLD response to temporal irregularities
in professional musicians compared with
nonmusicians. Therefore, our data sug-
gest that, although secondary auditory
cortex is crucially involved in the preat-
tentive processing of temporal acoustic
patterns, differential activation of the left
anterior hippocampus represents a func-
tional correlate of musical expertise re-
lated to sound pattern processing. This
notion is corroborated by the correlation
of musical aptitude measures with hip-
pocampal BOLD responses.

The hippocampus has been previously
suggested to be involved in the encoding
of time intervals (Knight et al., 2004), and
in particular anterior regions of the left
hippocampus formation in humans have

been proposed to index novelty (Strange et al., 1999). Further-
more, the ability to act as a relational operator enabling compar-
isons between data input and stored data and thereby detecting
changes and novel events in the sensory environment has been
previously attributed to the hippocampus based on theoretical
(Gray and Rawlins, 1986) and animal (Vinogradova, 2001) mod-
els and is pivotal when dealing with the recognition of deviant
temporal variations embedded in an otherwise regular stimulus
pattern. It is also possible that, in analogy to the processing of
novelty in the visual domain, the hippocampus is capable of ex-
tracting the probabilistic temporal structure of acoustic streams
and thus represents the expected information or novelty of any
event within a stimulation stream before it occurs (cf. Strange et
al., 2005). A recent fMRI study in humans found left hippocam-
pal activation in response to associative novelty, which was inves-
tigated by varying the temporal order within a sequence of visual
stimuli (Kumaran and Maguire, 2006). Here, we observed that
time interval variation within an otherwise regular temporal pat-
tern can induce hippocampal activity. Our data thus support the
idea that the hippocampus acts as a novelty detector by compar-

Figure 2. BOLD responses to temporal novelty in the cross-sectional population (experiment 1). A, Computing the main effect
for all grades of irregular SOAs reveals that deviant events embedded in an otherwise regular temporal pattern induce BOLD activity
in planum temporale of the right hemisphere [Talairach coordinates (in mm): x � �52, y � �27, z � �8] in musicians and
nonmusicians ( p � 0.05, cluster level correction). B, Event-related averaging of BOLD signal changes in right temporal plane (rPT)
elicited by deviant events (SOA of 142, 130, or 100 ms) shows a parametric variation of the novelty response according to the
different degrees of deviance (i.e., the greater the deviance to the regular pattern the more neural activity in rPT is induced). Error
bars indicate SEM. C, Second-level two-way interaction analysis with the factors temporal novelty (three levels of temporal
deviance) and musicianship (professional musicians vs nonmusicians) revealed enhanced BOLD responses to novelty of temporal
structure in musicians’ left anterior hippocampus (x � �35, y � �19, z � �8; p � 0.05, corrected).
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ing actual sensory inputs (e.g., irregularly
spaced sine tones) with immediately pre-
vious inputs (e.g., preceding periods of
acoustic inputs with a regular temporal pat-
tern building up a regular representation or
expectation of the acoustic environment),
generating novelty signals when previ-
ous predictions are violated by sensory
reality (Kumaran and Maguire, 2007a),
and extend it further to the temporal
domain by showing that the hippocam-
pus is also sensitive to variations of time
intervals.

Enhanced hippocampal novelty
detection in musicians: talent
or training?
The question remains, however, whether
exposure (Monaghan et al., 1998) to mu-
sic, a genetic predisposition (Thompson
et al., 2001), or both contribute to the
functional differences observed in our
cross-sectional study. We thus tested for
the impact of musical training at an aca-
demic level on hippocampal properties
related to temporal novelty detection in a
longitudinal approach, and investigated
students of the local academy of music be-
fore and after receiving ear training dur-
ing the first semesters of their studies
compared with students of other faculties
(experiment 2).

First, we specified functional differ-
ences in brain responses to temporal nov-
elty between groups of the longitudinal
sample without considering training-
related effects. We found a significant
two-way interaction of the factors tempo-
ral novelty by musicianship in the right
insular region and the precuneus, point-
ing to functional differences in these re-
gions between musical and nonmusical
students. The right anterior insula has been implicated in the detec-
tion of visual and auditory temporal pattern changes (Herdener et al.,
2009) and in the processing of novelty tested with various visual,
tactile, and auditory oddball paradigms (Linden et al., 1999;
Ardekani et al., 2002; Downar et al., 2002). The implication of the
right precuneus in novelty detection has also been reported re-
cently (Gur et al., 2007). Functional differences that we found
between groups in these regions might be associated with musical
talent and/or preacademic musical training. It is important to
note, however, that this two-way interaction analysis with the
factors temporal novelty by musicianship (and without consid-
ering the effect of academic musical training between the two
longitudinal sessions) did not reveal any significant functional
differences between groups of students (n � 40) in the hip-
pocampus. This is in contrast to the results of the cross-sectional
study, in which professional musicians showed enhanced hip-
pocampal responses to temporal novelty when compared with
nonmusicians (n � 14). This suggests that neither the extensive
preacademic musical experience of musical students before
their education on an academic level nor talent/genetic pre-

disposition is sufficient to account for differential hippocam-
pal novelty detection.

The activation of the left inferior frontal gyrus in response to
temporal novelty as revealed by the two-way interaction analysis
with the factors temporal novelty by training is consistent with
previous electrophysiological studies showing an involvement of
inferior frontal regions in the detection of changes of various
acoustic stimulus features (Deouell et al., 1998; Rinne et al., 2000;
Opitz et al., 2002). More specifically, this region has been sug-
gested to be especially sensitive to variations of sounds in the
temporal domain (Molholm et al., 2005), and our data thus sup-
port the notion of inferior frontal gyrus as a detector of temporal
acoustic oddballs. However, activity in this region did not differ
between groups.

In a next step, we specified the effects of academic musical
training on brain responses to temporal novelty in a whole-brain
interaction analysis of the longitudinal data with the three factors
temporal novelty by musicianship by training. Considering
training-related plasticity in students, we found a significant,
whole-brain-corrected three-way interaction ( p � 0.05, cor-
rected) in left anterior hippocampus (but not in any other brain

Figure 3. BOLD responses to temporal novelty in the longitudinal population (experiment 2). A, Computing the main effect for
all grades of irregular SOA reveals BOLD activity increases related to temporal novelty in planum temporale of the right hemisphere
(x � 57, y � �25, z � 7; p � 0.05, corrected) in students of all faculties. B, Event-related averaging of BOLD signal changes in
right temporal plane induced by different temporal irregularities (SOA of 142, 130, or 100 ms) across subjects and across sessions
shows parametric variation of novelty responses (solid lines represent values at baseline, and dashed lines at follow up) (compare
also with Fig. 2 B). Error bars indicate SEM. C, A second-level, three-factorial [temporal novelty (three levels of temporal deviance)
by musicianship (musical students vs students of other faculties) by training (measurements before and after musical students
received general ear training)], whole-brain-based interaction analysis showing enhanced BOLD responses in left hippocampus
(x ��32, y ��9, z ��22) to temporal novelty only in musical students after refining of their musical skills by training at an
academic level ( p � 0.05, corrected).
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region) (Fig. 3C) with enhanced BOLD activity in musical stu-
dents after they had received academic ear training. This finding
demonstrates that musical students show enhanced BOLD activ-
ity to temporal novelty in the same region (i.e., left anterior hip-
pocampus) where we found functional differences between
professional musicians, who were all experts in ear training, and
nonmusicians only after receiving academic ear training, suggest-
ing that we were able to identify functional correlates of training-
induced changes in sound pattern processing.

In addition, we found a correlation of hippocampal sensitivity
to temporal novelty with musical abilities. Based on our imaging
and behavioral data, we assume that the observed changes in
hippocampal activity in musicians represent a functional corre-
late of a tuning of aural skills related to time interval perception
during the course of their studies. There is also evidence showing
that lesions of the left hippocampus in humans impair perfor-
mance related to time interval discrimination within otherwise
regular acoustic streams similar to the sounds presented in our
study (Samson et al., 2001), supporting the behavioral relevance
of the left hippocampus for temporal novelty detection in the
acoustic modality.

Taken together, our data extend the notion of the hippocampus
as a novelty detector to the temporal domain of the acoustic modal-
ity and expand previous findings on the impact of musical expertise
on brain functions (Elbert et al., 1995; Pantev et al., 1998; Schneider
et al., 2002; Parbery-Clark et al., 2009) to the hippocampal re-
gion. Moreover, to our knowledge, this is the first longitudinal
investigation showing that training can induce functional plastic-
ity in the adult human hippocampus, as exemplified using musi-
cians’ brains as a model.
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Making related errors facilitates learning, but learners
do not know it
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Abstract Producing an error, so long as it is followed by
corrective feedback, has been shown to result in better
retention of the correct answers than does simply studying
the correct answers from the outset. The reasons for this
surprising finding, however, have not been investigated. Our
hypothesis was that the effect might occur only when the errors
produced were related to the targeted correct response. In
Experiment 1, participants studied either related or unrelated
word pairs, manipulated between participants. Participants
either were given the cue and target to study for 5 or 10 s or
generated an error in response to the cue for the first 5 s
before receiving the correct answer for the final 5 s. When the
cues and targets were related, error-generation led to the
highest correct retention. However, consistent with the
hypothesis, no benefit was derived from generating an error
when the cue and target were unrelated. Latent semantic
analysis revealed that the errors generated in the related
condition were related to the target, whereas they were not
related to the target in the unrelated condition. Experiment 2
replicated these findings in a within-participants design. We
found, additionally, that people did not know that generating
an error enhanced memory, even after they had just completed
the task that produced substantial benefits.

Keywords Memory . Errors . Generation .Metacognition .

Associative learning

This article addresses the effect of making errors on
learning. Should one learn by studying materials without
making mistakes or by attempting to produce answers and
committing inevitable errors that such attempts entail?
When errors are left uncorrected, they typically remain
incorrect (Butler, Karpicke & Roediger, 2008; Fazio,
Huelser, Johnson & Marsh, 2010; Metcalfe & Kornell,
2007; Pashler, Cepeda, Wixted & Rohrer, 2005; Pashler,
Zarow & Triplett, 2003). However, feedback is highly
effective in allowing the learner to correct previously
incorrect answers (Butler et al., 2008; Metcalfe, Kornell &
Finn 2009; Pashler et al., 2005; Pashler et al., 2003). In this
article, only errors followed by corrective feedback were
considered. The question here was whether, and under what
conditions, committing an error facilitates learning. Al-
though the main focus of this article is the memorial
consequences for errorful, as compared with errorless,
learning, a related question of interest is the following: Are
learners aware of the circumstances in which committing
errors can be effective for improving learning? Accurate
metacognitive knowledge is important for metacognitive
control and strategy selection (Kornell & Son, 2009;
Metcalfe & Finn, 2008). If the learner is not aware of the
potential efficacy of a learning strategy, he or she might
implement suboptimal strategies. Hence, people's metacog-
nitions about the effects of errors may be nearly as important
as the effects of the errors themselves.

From a theoretical standpoint, there is reason to believe
that even corrected errors might impede learning. An error,
in essence, is often thought to be conflicting or competing
information with regard to the correct response. As such, it
should create an interference situation. In standard proac-
tive interference paradigms, the first pairing of a target (B)
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with a particular cue (A) results in interference when cue A
is later paired with a different response (C) (J. R. Anderson
& Reder, 1999; M. C. Anderson & Neely, 1996; Barnes &
Underwood, 1959; Loftus, 1979; McGeoch, 1942; Melton
& Irwin, 1940; Osgood, 1949; Webb, 1917). Although
there are several theories concerning how this interfer-
ence arises (e.g., J. A. Anderson, 1973; J. R. Anderson
& Bower, 1972; Eich, 1982; Gillund & Shiffrin, 1984;
Hintzman, 1984; Metcalfe, 1990; Osgood, 1949), there is
general agreement that it does occur. Interference from
errors might be expected to be even greater than
interference theory would normally predict, since interfer-
ence theory does not take into account whether or not the
interfering information is self-produced. Incorrect infor-
mation that is self-generated might be even more difficult
to overcome than a provided response, because the
process of self-generation has been shown to enhance
memory for the response (Slamecka & Graf, 1978; for
reviews, see Bertsch, Pesta, Wiscott & McDaniel, 2007;
Mulligan & Lozito, 2005).

In accordance with the rationale described above, it
has sometimes been recommended that errors be
eliminated during learning (Glaser, 1990). For example,
Guthrie (1952) suggested that errors should be avoided
because, when errors are practiced, the incorrect response
to a particular stimulus will be strengthened. Furthermore,
errorless, as compared with trial-and-error, learning has
been shown to be beneficial for people with memory
impairments, including Alzheimer’s disease, schizophrenia,
Korsokoff’s syndrome, and trauma (see Clare & Jones,
2008, for a review). One concern with generalizing from
this line of empirical research, however, is that the benefits
of errorless over errorful learning have been found
primarily in patient populations and may not apply to
typical learners. Nevertheless, in an experiment by
Cunningham and Anderson (1968), worse retention was
found after typical participants had been forced to guess,
rather than following a simple presentation of the to-be-
remembered material.

Despite the arguments that the generation of errors impedes
learning, several researchers have found that error-generation
is not detrimental to memory of subsequently learned correct
answers. One way of examining the effect of errors on learning
is by forcing responses for every item on a test, as compared
with leaving participants free to answer only when they so
choose. Forced responding results in more errors than does free
responding. However, on a later test of definition terms, using
this procedure with both college undergraduates and 6th grade
students, Metcalfe and Kornell (2007) found neither benefit
nor impairment for forced, as compared with free,
responding. Similarly, Kang et al. (2011) found that
forced guessing did not lead to better or worse memory for
the correct answer on a later retention test, neither

immediately nor at a 1-week delay. However, it is
impossible to know whether the lack of a difference might
have occurred because people in the free-responding
condition generated errors to the same extent as people
in the forced-responding condition, but did not overtly
express them. It is also not known what kinds of errors
were produced under the forced-guessing procedures and,
in particular, whether they were related or unrelated to the
targets. Research based on multiple-choice quizzing prior
to learning a lesson in a classroom setting also suggests
that pretesting—which results in many errors—neither
helps nor hurts memory for the correct information (McDaniel,
Agarwal, Huelser, McDermott & Roediger, 2011). No
difference in memory was found for items quizzed on a
pretest, as compared with nonquizzed items.

In contrast to the findings above, however, there are some
studies showing that under certain circumstances, making
errors helps learning. Richland, Kornell and Kao (2009)
found enhanced memory for material from reading
passages when the to-be-remembered material was
tested using cued recall questions prior to the reading
of the passages, even though participants did not
answer these pretest questions correctly. Izawa (1967,
1970) has also shown that multiple incorrect retrieval
attempts enhanced learning: Producing more incorrect
responses before receiving feedback led to better memory
for the correct feedback than did producing fewer
incorrect responses. Parlow and Berlyne (1971) found
that participants were better at learning the correct
translations for foreign language words when they had
previously made an erroneous guess, as compared with
when they were exposed to the guesses of others. Kane
and Anderson (1978) showed that generating the last
word of the sentence, even if it was incorrect, led to
enhanced performance over simply reading the sentence.
Slamecka and Fevreiski (1983) reported a benefit, above
just reading the answer, from trying unsuccessfully to
generate it.

Finally, in a paradigm that we will investigate here,
Kornell, Hays and Bjork (2009) demonstrated a consider-
able benefit of prior incorrect guessing for subsequent
learning of the correct answer. Participants learned weakly
associated word pairs (e.g., whale–mammal, swing–tree,
together–love) for a later cued recall test. During the initial
learning phase, participants randomly studied word pairs in
either a reading mode or an error-generating mode. In the
reading mode, both the cue and the target were displayed
on the screen for a fixed amount of time (either 5 or 13 s).
In the error-generating mode, participants saw only the first
word (the cue) for 8 s and had to type a guess into the
computer as to what they thought the target would be,
followed by the correct cue–target pairing displayed for 5 s.
At test, given the cue, participants were required to produce

Mem Cogn (2012) 40:514–527 515



the correct target and not the original error. Error-generation
led to enhanced retention, as compared with both reading
conditions.

In sum, it is unclear whether errors during learning hinder,
enhance, or simply have no effect on learning. Any of these
three options might be possible under different conditions, but
it is not yet known what those conditions might be. However,
studies in which there was a benefit of error-generation used
cue–target pairs that generally seemed to be meaningfully
related. For example, the experiments in Kornell et al.'s (2009)
study showing beneficial effects used to-be-remembered
materials that were weakly associated word pairs. By
extension, it might be plausible that errors generated in
response to these cues might also have been related, rather
than unrelated, to the targets. However, in one of Kornell et
al.'s (2009) experiments, no benefit for error-generation was
found. In this case, participants guessed answers to fictional
general knowledge questions (Berger, Hall & Bahrick, 1999)
to which they could not possibly have known anything about
the correct answers, such as “What is the last name of the
person who invented maladaptibility?” It is likely that the
errors that people generated in this particular case were
unrelated to the targets. Additional support for the idea
that the relatedness of the errors might matter comes from
Slamecka and Fevreiski (1983), who compared a generation-
followed-by-feedback condition with a read condition.
Judges retrospectively evaluated the relatedness of the errors
of commission that participants had made, dividing them into
those that were related and unrelated to the target. Related
errors led to fairly high later recall, whereas unrelated errors
and omissions led to low recall. These results suggest that
the relatedness of the errors to the target may be an important
factor in determining whether errors help or hurt recall—a
possibility that was investigated in the experiments that
follow.

Finally, given that there is a conflict concerning the effects
of errors in the research literature, it is plausible to suppose
that the learners themselves might not know whether errors
help or hurt learning. As well as exploring the conditions
under which errors promote and hinder learning, we also
investigated whether, in retrospect, participants were able to
accurately monitor whether generating errors helped or hurt
their performance on the final test. This question is important,
since metacognitive monitoring has been shown to have
consequences for strategy selection, referred to as metacog-
nitive control (Metcalfe & Finn, 2008; Thiede, Anderson &
Therriault, 2003).

Experiment 1

In Experiment 1, we extended Kornell et al.’s (2009)
experiment by contrasting memory for weakly associated

word pairs, for which they found the beneficial effect of error-
generation, to unrelated word pairs, for which we hypothe-
sized that the effect would not be found. Participants studied
word pairs in an error-generation condition and two different
read conditions. Half of the participants studied weakly related
word pairs, while the other half studied unrelated word pairs.
We also tested participants’ retrospective metacognitions
about their memory performance.

Method

Participants Seventy-one Columbia undergraduates partic-
ipated for partial fulfillment of a class requirement. Data
from 11 nonnative speakers were excluded, leaving data
from 60 participants. Mean age was 21.8 years (SD = 6.2),
and 68.3% of the participants were female. All participants
in both experiments were treated in accordance with APA
ethical guidelines.

Design and materials The semantic relation of the to-be-
remembered materials was manipulated between partici-
pants, while learning condition was a within-participants
variable, resulting in a 2 (materials: related, unrelated) × 3
(learning condition: read-short, read-long, error-generate)
mixed design.1

For the related materials condition, 90 weakly associated
word pairs were selected from Nelson, McEvoy and
Schreiber (1998) norms, closely following Kornell et al.’s
(2009) word pair selection criteria. Given the first word,
approximately 5% of participants in Nelson et al.'s
experiment produced the target as the first associate.
Specifically, forward associative strength was between .05
and .054, and backward associative strength was 0. Each
word was a minimum of four letters long. For the unrelated
materials condition, new materials were selected because in
a pilot experiment, cued recall performance was at floor for
random word pairs created from the Nelson et al. (1998)
norms. Therefore, unrelated word pairs were created from
Pavio, Yuille and Madigan (1968) norms. One hundred
eighty words were selected (to create 90 word pairs) with
relatively high concreteness ratings (6.38–7 on a 1–7 scale)
and were a minimum of four letters long. Words were
randomly assigned as cues or targets, and three independent
coders checked that the so-constructed list of 90 unrelated
word pairs contained no accidentally related word pairs.

1 Because we did not know whether our experiment would replicate
the findings of Kornell et al. (2009), we assigned the related materials
condition to the first 18 participants, a condition that is most similar to
their experiment. After the first set of data on 18 participants was
collected in 3 days and it was clear that we were replicating the earlier
results, we randomly assigned participants to both materials con-
ditions, beginning the following week.
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Mean concreteness ratings were the same for the words
assigned as cues and targets (M = 6.77). For each of the
between-participants conditions, the 90 word pairs were
randomized into three sets of 30 items, which were rotated
through each of the study conditions, creating three unique
counterbalanced conditions.

Procedure This experiment had four phases: learning,
distractor, final test, and metacognitive judgment. During
the learning phase, 30 word pairs were presented in each of
the three conditions (90 word pairs in total). Word pairs
were presented in a random order by MediaLab and
DirectRT software (Jarvis, 2004). In the error-generation
condition, participants were given only the first word (cue)
of a word pair, with a text box displayed below. Participants
were instructed to think of what the second word might be
and to type their response into the text box as quickly as
possible. After 5 s, the text box disappeared, and the correct
cue–target pairing appeared, with both the cue and the
target remaining on the screen for 5 s. In the read-short
condition, both the cue and the target were presented
together on the screen for 5 s, while in the read-long
condition, both the cue and target were presented for 10 s.
These conditions were presented in a random order (not
blocked). The computer made a soft clicking sound to alert
the participants to the presentation of the next word pair.
Before the study phase began, participants read instructions
on a computer screen. The experimenter also discussed the
procedure verbally and ensured that participants understood
the task before proceeding. During the instructions, the
experimenter expressed that it was extremely difficult to
correctly guess the correct target word, to prevent the
participants from being discouraged by poor performance
on the task. They were instructed to remember the target
answer presented by the computer for the later memory test,
not the word they had produced. During the distractor
phase, participants played a visuospatial computer game for
6 min before continuing to the final test.

The final test was self-paced and consisted of all 90 word
pairs presented during the learning phase. For each word pair,
the cue was displayed on the screen, with a textbox below.
Participants were instructed to type in the correct target for
each cue and to provide a guess if unsure of the correct answer.
The order of presentation was randomized.

Following the final test, participants made a metacognitive
judgment of their performance on the final test on the basis of
the initial learning conditions. Instructions were as follows:

There were three conditions in this experiment: A)
together–short: both words displayed on the screen for
5 s, B) together –long: both words displayed on the
screen for 10s; C) separate: the first word presented
separately (5 s) before both words were displayed (5 s).

Which condition helped you learn the word pairs the
best for the final test? Please order the conditions in
order from which condition led to the BEST toWORST
memory on the final test.

Participants subjectively ranked the conditions by entering
the associated letter from the best to the worst for memory. We
avoided the word error in the error-generation condition
because we thought that its negative connotation might bias
the judgment. Following a demographic questionnaire, all
participants were thanked and debriefed.

Results

Two coders checked for and corrected spelling and
typographical mistakes on the original and final tests before
analysis of the data. A strict coding rule was followed in
which, if the tense (i.e., clean vs. cleaned/cleaning) or form
of speech (dust vs. dusty) was different from the target, that
item was coded as incorrect. However, in the few instances
in which an item was made plural (reptile vs. reptiles), it
was coded as correct.

Learning phase performance Participants in the related
materials condition guessed correctly on 3% of the error-
generation trials (SD = .03), while no participant in the
unrelated materials condition ever correctly guessed the
target word during the learning phase (M = .00, SD = .00).
All further results reported for the error-generation condi-
tion are only from items that were initially answered
incorrectly during the learning phase—that is, 97% of the
trials for the related materials condition, and 100% of the
trials for the unrelated materials condition.2

Final cued recall test correct performance As is shown in
Fig. 1, correct final performance was higher for related
materials (M = .64, SD = .19) than for unrelated materials
(M = .21, SD = .15), F(1, 58) = 91.34, MSE = .09, p < .001,
ηp

2 = .61. There was a main effect of learning condition:
Error-generation led to the highest proportion correct on
the cued recall test, F(2, 116) = 13.71, MSE = .01, p < .001,
ηp

2 = .19. However, this main effect was qualified by an

2 Of these errors, 90% were errors of commission for related materials,
and 91% for unrelated materials, t < 1. Reported data include errors of
omission as well, since correct performance on the final cued recall
test was not statistically different as a function of prior error type,
F < 1. For Experiment 2, 96% of errors were errors of commission,
and a similar pattern of results for final test performance as a function
of prior error type was found. Therefore, results are not conditional-
ized upon error type, with the exception of latent semantic analysis as
it could be computed only for generated errors.
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interaction with type of materials. Although error-genera-
tion enhanced retention for related materials, it did not
enhance performance for unrelated materials, F(2, 116) =
32.21, MSE = .01, p < .001, ηp

2 = .36. Within related
materials, the error-generation condition led to the highest
proportion correct on the cued recall test (M = .74, SD =
.17), which was much higher than recall in the read-long
condition (M = .62, SD = .23), t(29) = 5.14, SE = .02, p <
.001. The read-short condition led to the lowest proportion
correct (M = .54, SD = .21), which was significantly lower
than performance in the read-long condition, t(29) = 3.54,
SE = .02, p < .01, and the error-generation condition,
t(29) = 7.37, SE = .03, p < .001. With unrelated items,
however, the read-long condition led to the highest correct
performance (M = .25, SD = .19), which was significantly
better than performance for both the read-short condition
(M = .21, SD = .16), t(29) 2.09, SE = .02, p < .05, and the
error-generation condition (M = .17, SD = .12), t(29) =
3.26, SE = .02, p < .01. Although the trend favored the
read-short condition over error-generation, performance
between these two conditions was not significantly different
from one another, t(29) = 1.89, SE = .02, p = .068.

Reaction times Reaction time (RT) data on the final test
were analyzed as a function of accuracy on the final test
(correct vs. incorrect), learning condition (read-short, read-
long, error-generation), and materials (related, unrelated;
see Table 1 for means). RT data are reported in the present
section for completeness but will be discussed only in the
General Discussion section. Several participants did not
have data in all cells in the RT data, and as a result, the
degrees of freedom in the analyses given below differ from
those given in the basic data for this experiment.

Overall, correct responses (M = 4.44 s, SD = 1.13) were
faster than incorrect responses (M = 8.63 s, SD = 4.06), F
(1, 54) = 67.65, MSE = 21.84, p < .001, ηp

2 = .56.
Collapsed over accuracy, participants were slowest to

respond to items on which they had previously generated
an error (M = 7.35 s, SD = 3.43), in comparison with the
read-short items (M = 6.20 s, SD = 2.68) and read-long
items (M = 6.04 s, SD = 2.40), F(2, 108) = 13.38, MSE =
4.20, p < .001, ηp

2 = .20. There was an interaction between
accuracy and learning condition, whereby the difference in
RT between items answered incorrectly and correctly on the
final test was larger in the error-generation conditions than
in the read conditions, F(2, 108) = 6.30, MSE = 3.79, p <
.01, ηp

2 = .10.
Lastly, the relatedness of the materials did not result

in differences in RTs. Response latencies were similar
regardless of materials condition. There was no differ-
ence between related and unrelated materials, F = 1.06,
ηp

2 = .02, and materials did not interact with any other
factor.

Error persistence In the error-generation conditions, more
of the initially incorrect responses intruded on the final test
for unrelated materials (M = .20, SD = .20), as compared
with related materials (M = .05, SD = .06), t(58) = 4.05,
SE = .04, p < .001.

Metacognition Data from 52 participants were included in
the metacognitive analyses: 26 from the related materials
condition and 26 from the unrelated condition. Exclusions
were due to participant failure to assign a distinct
metacognitive ranking to each of the three learning
conditions. In order to compare performance and metacog-
nitive rankings for each participant, the three conditions
were assigned a value on a 0 to 2 scale. The learning
condition in which the participant performed best on the
final test was assigned a 2; the condition in which he or she
performed second best was assigned a 1; the worst was
given a score of 0. The same assignment was done for
individuals’ metacognitive ratings of the three learning
conditions.

Fig. 1 Cued Recall Performance. Correct performance on final cued recall test as a function of Learning condition and Materials for both
Experiment 1 (between-subjects) and Experiment 2 (within-subjects)
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As can be seen in Fig. 2, participants believed that they
performed the best in the read-long condition. They also
believed that they had done poorly in both the error-generation
condition and read-short condition—regardless of whether the
materials were related or unrelated pairs. For the unrelated
materials, these metacognitive rankings were approximately
correct. However, the participants' beliefs were radically wrong
for the related materials: They failed to realize that generating
errors greatly facilitated recall under this condition, even after
having just experienced the enhanced test performance.

To assess this pattern statistically, metacognitive mean
ranking was contrasted with performance mean rankings
within each learning condition. These comparisons were
done separately for each of the two materials conditions,
using the Wilcoxon nonparametric test in lieu of the
standard paired-samples t-test. Rankings for performance
and metacognitive judgments (within materials condition)

are not independent, so these contrasts could not be
computed. First, for the items in the read-short condition
for related materials, there was a trend for actual perfor-
mance (M = 0.35, SD = 0.56) to be worse than subjectively
reported (M = 0.65, SD = 0.70), z = 1.86, p = .06. For the
read-long condition, the mean metacognitive ranking was
higher (M = 1.50, SD = .65) than the actual performance
ranking (M = 0.92, SD = 0.61), z = 2.78, p < .01. Most
interesting, however, in the error-generation condition,
participants mistakenly believed that their performance was
very low (M = 0.85 SD = 0.88) when it was actually high
(M = 1.73, SD = 0.55), z = 3.45, p < .01. Within unrelated
materials, participants’ retrospective metacognitive rank-
ings were very close to actual performance rankings:
There was no difference in mean subjective metacognitive
ranking, as compared with actual performance rank, for
any of the comparisons, zs < 1.16.

Table 1 Mean reaction time in seconds (s) for responding on the final test as a function of Learning condition, Material condition, and Accuracy
on the final cued recall test. Standard deviations are provided in parentheses

Correct on Final Test Incorrect on Final Test

Read-Short Read-Long Error-Generate Read-Short Read-Long Error-Generate

Experiment 1

Related 3.86 (1.01) 3.93 (0.78) 4.27 (0.92) 7.83 (4.79) 7.26 (3.43) 10.10 (5.26)

Unrelated 4.85 (2.15) 4.57 (1.09) 5.14 (1.99) 8.27 (4.06) 8.42 (4.26) 9.87 (5.78)

Experiment 2

Related 3.58 (1.25) 3.77 (0.92) 4.19 (1.33) 6.72 (2.96) 6.93 (2.96) 8.00 (3.830)

Unrelated 4.81 (1.83) 3.82 (1.24) 4.07 (1.46) 6.66 (2.71) 6.44 (2.16) 8.25 (2.91)

Fig. 2 Metacognitive Data for Experiment 1 (between-participants).
Mean ranking of Learning conditions based on correct performance on
the final cued recall test and subjective metacognitive judgments. The

condition with the highest proportion correct or subjectively rated the
best was assigned a score of a 2. Second best was assigned a score of 1
and worst was assigned a 0
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Discussion

First, consistent with Kornell et al.'s (2009) study, we showed
that producing an error for semantically related materials led
to enhanced retention. We also found that error-generation
did not enhance recall if the materials were completely
unrelated. The semantic relation between the cue and target
appeared to be critical in determining whether error-
generation enhanced memory or not.

A question one might ask is whether participants were
behaving similarly when they generated their errors and
responded to the feedback in the related and unrelated
materials conditions. Perhaps participants were simply
guessing randomly and were not sufficiently engaged in
the unrelated materials condition, while they were employ-
ing all of their efforts to try to generate the answers in the
related materials condition. An attentional explanation has
been proposed in other error correction paradigms
(Butterfield & Mangels, 2003 Butterfield & Metcalfe,
2006; Fazio & Marsh, 2009). Izawa (1967, 1970) has
specifically argued that previous errors led to increased
learning because of enhanced attention to the corrective
feedback. Motivational/attentional differences between con-
ditions might be revealed by the nature of their guesses. By
examining the nature of the error responses that the
participants produced, we could potentially gain some insight
into whether participants’ behavior was substantively different
behavior was when they generated their errors in the related
and unrelated materials conditions.

Latent semantic analysis We obtained estimates of the
relation between the cues and the generated errors by using
latent semantic analysis (LSA). LSA (see Landauer, Foltz
& Laham, 1998) is a method of extracting the contextual-
usage meaning of words by statistical computations applied
to a large corpus of text (Landauer & Dumais, 1997). The
aggregate appearance of all words provides a set of mutual
constraints that is thought to determine the similarity of
meaning of words to one another, given as a cosine. Using
LSA (through http://cwl-projects.cogsci.rpi.edu/msr/; see
Veksler, Grintsvayg, Lindsey & Gray 2007), it was found,
as expected, that the mean relatedness between the cues and
targets was higher for related materials (M = .27, SD = .04),
than for unrelated materials (M = .05, SD = .01), t(58) =
30.46, SE = .01, p < .001. Of more interest, we used LSA to
investigate the association between the cue and the error
that was generated, in the related and unrelated materials
conditions. As is shown in Table 2, when presented with
the cue, participants produced errors that were related to the
cue in both the related and the unrelated materials
conditions. The mean relatedness between cue and gener-
ated error for related materials (M = .28, SD = .09) was
numerically only slightly higher than that for unrelated

materials (M = .25, SD = .09), t(58) = 1.92, SE = .02, p =
.056). To see whether participants in the unrelated materials
condition altered their guessing strategy as the experiment
progressed, the mean association values for the first 15
items were compared with those for the last 15 items. There
was no difference in the LSA values for the later trials
(M = .24, SD = .09) from those for the earlier trials
(M = .26, SD = .08), t = 1.09.

As was noted in the introduction, we hypothesized that
the relation between the generated error and the target
might be a critical factor in determining whether error-
generation would be beneficial for memory—a possibility
that we could also investigate using LSA. Table 2 shows
the mean association values for the target–error relation as a
function of materials. And indeed, as was hypothesized, the
error was more related to the target in the related materials
condition (M = .20, SD = .04) than in the unrelated
materials condition (M = .08, SD = .02), t(58) = 17.16,
SE = .01, p < .001.

Metacognitive illusion The metacognitive results were
particularly interesting. These retrospective judgments were
taken after the participants had already had considerable
experience with the task. Although participants had just
completed the final test moments earlier, those participants
in the related materials condition did not realize that the
error-generation condition led to the best performance.
Instead, they erroneously thought that the read-long
condition was the most beneficial for memory of the target
items—failing, rather dramatically, to appreciate the bene-
fits of making errors. Furthermore, although performance in
each of the three different learning conditions varied greatly
between materials, the metacognitive ratings were similar.
Comparing materials conditions, what is clear is that
although the performance follows two distinct patterns,

Table 2 Latent Semantic Analysis (LSA, a semantic relation tool)
enabled analysis of the semantic relatedness between the Errors
produced by the participant to the provided Cues and Targets. Mean
cosine values (the measure provided by LSA) between word pair
comparisons are presented below. Higher values indicate a higher
degree of semantic relation. These data are presented as a function of
Materials condition and Accuracy on the final cued recall test.
Standard deviations are provided in the parentheses

Cue to Error Target to Error

Materials Correct Incorrect Correct Incorrect

Experiment 1

Related 0.30 (.07) 0.25 (.10) 0.20 (.04) 0.19 (.10)

Unrelated 0.25 (.11) 0.25 (.08) 0.09 (.04) 0.07 (.02)

Experiment 2

Related 0.27 (.09) 0.27 (.07) 0.20 (.13) 0.22 (.06)

Unrelated 0.34 (.17) 0.32 (.06) 0.06 (.05) 0.06 (.02)
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the metacognitive ratings do not vary as a function of
material relatedness. The metacognitive rankings for each
learning condition (read-short, read-long, and error-
generation) revealed no statistical differences across
materials, (zs < 1.60, ps > .13). Therefore, although we see
a performance boost from error-generation for related
materials, participants’ rankings are no different from those
in the unrelated condition. This metacognitive illusion, it
seems, is stable and unaffected by the participant's own
contradictory experience with the results of the learning
task.

Experiment 2

In the second experiment, we endeavored to replicate the
results of Experiment 1 in a within-participants design, to
address more fully the question of why there was a benefit
of error-generation only when the cue and target were
semantically related. One motivation for a within-
participants design was that randomly mixing the presen-
tation of related and unrelated materials would ensure that
participants were cognitively engaging in similar tasks
when generating an error and would obviate the small
difference in response to the cues seen in the LSA analysis
in Experiment 1. In the within-participants design, when
only the cue was displayed on the screen, the participants
could not know whether the forthcoming target would be
related or unrelated to the cue. If the lack of memorial
benefit for unrelated materials from error-generation was an
artifact only of overall lack of engagement or attention, a
benefit of generating errors might occur for both related and
unrelated materials in the within-participants design. Only
after error-generation could participants know the relation
of the cue and the target. Conversely, if we replicated the
results seen in Experiment 1, this would provide stronger
evidence that the semantic relation between the error and
the target is central in determining when error-generation
helps memory.

Method

Participants Thirty-six Columbia students participated for
credit. Six nonnative English speakers were excluded,
leaving 30 participants’ data. Mean age was 20.7 years
(SD = 3.3), and 50% of the participants were females.

Design and materials A 2(materials: related, unrelated) × 3
(learning: read-short, read-long, error-generation) within-
participants design was used. Forty-five of the related material
items and 45 of the unrelated material items from Experiment 1
were randomly selected for use in the present experiment, for

a total of 90 word pairs. For both related and unrelated
materials, three sets of 15 word pairs were created and
counterbalanced over participants so that each word pair was
assigned to each of the three learning conditions equally.

Procedure The procedure was the same as that in the
previous experiment. During the study phase, item presen-
tation order was randomized, and, as noted above, items
were preassigned to conditions, which were counterbal-
anced between participants. Order of item presentation was
also randomized on the final cued recall test. All instruc-
tions were identical to those given in Experiment 1, with
the exception of the metacognitive ratings. Since the
present design had six conditions, all six were described
in the instructions before the participants ranked them in
order of best final test performance to worst.

Results

Learning phase performance Participants did not correctly
answer any of the unrelated materials in the error-generation
condition during the learning phase. They correctly guessed
3% of the related targets (SD = .03). All results from the
error-generation condition excluded the trials for which
participants guessed correctly on the initial test.

Final cued recall test performance As is shown in Fig. 1,
there was an interaction between learning condition and
materials. Error-generation led to the highest correct
performance for related materials, but it did not lead to
benefits with unrelated materials, F(2, 58) = 7.89, MSE =
.01, p < .01, ηp

2 = .92. Pairwise comparisons showed that
error-generation for related materials led to higher correct
recall (M = .70, SD = .20) than did both read-short, t(29) =
4.08, SE = .04, p < .001, and read-long, t(29) = 2.51, SE =
.04, p < .05, which did not differ from one another, t(29) =
1.61, SE = .04, p = .12. There were no significant pairwise
differences in performance for the three learning conditions
with unrelated materials (all ts < 1). As was expected,
participants remembered more of the correct targets for the
related than for the unrelated materials, F(1, 29) = 344.32,
MSE = .03, p < .001, ηp

2 = .21. Although qualified by the
interaction, there was a main effect of learning condition
such that error-generation led to the highest correct
performance overall, followed by read-long and read-short,
F(2, 116) = 4.06, MSE = .03, p < .05, ηp

2 = .12.

Reaction times Table 1 shows mean RTs as a function of
accuracy on the final cued recall test, learning and material
conditions. Only 16 participants had observations for all
cells. Overall, items answered correctly (M = 3.69 s, SD =
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1.34) were produced more quickly than incorrect items
(M = 7.04 s, SD = 2.84), F(1, 29) = 69.18, MSE = 14.59,
p < .001, ηp

2 = .71. When participants previously made an
incorrect guess in the error-generation condition (M =
6.01 s, SD = 2.25), their subsequent RTs on the final cued
recall test were longer than those in the read-short (M =
5.02 s, SD = 2.19) and the read-long (M = 5.08 s, SD =
1.82) conditions, F(2, 58) = 6.88, MSE = 5.31, p < .01,
ηp

2 = .19. Items in the error-generation condition that were
answered incorrectly on the final test took longer to
produce than items answered correctly, F(2, 58) = 5.73,
MSE = 4.35, p < .01, ηp

2 = .17. The relatedness of the
materials did not lead to differing response latencies on the
final test, F < 1, nor did materials interact with any other
factor.

Error persistence For unrelated materials, 15% of the
responses on the cued recall test were original errors that
persisted from the learning phase to the final test. The
original errors persisted only 7% of the time for related
materials, t(29) = 3.65, MSE = .01, p < .01.

Metacognition Performance for each condition was ranked
from best to worst. Because there were six conditions in the
experiment, the best condition for each participant was assigned
a score of 5, and the worst was assigned 0. As can be seen in
Fig. 3, the error-generation condition for related materials was
objectively the best condition for retention (M = 4.38, SD =
.87). However, this condition was given only a mean
metacognitive ranking of 2.53 (SD = 1.54), z = 4.12, p <
.001. Conversely, although read-long for related materials was
subjectively believed to have produced the best performance

(M = 4.53, SD = 1.03), in fact, it most often led to worse
performance than did error-generation (M = 3.72, SD = 1.07).
Noticeably, the metacognitive ranking and performance
ranking for read-long are not aligned, z = 3.34, p < .001.
Finally, mean metacognitive judgments indicated that partic-
ipants subjectively believed that the unrelated read-long
condition led to better performance than it actually did
(Mmetacognitive = 2.37 SD = 0.82; Mperformance = 1.37 SD =
0.97), z = 3.48, p < .01. No significant differences were found
between the mean metacognitive and performance rankings
for the three other cells (related–read-short, unrelated–read-
short, and unrelated–error-generation), zs < 1.

Latent semantic analysis The results from the LSA mirror
those of Experiment 1, despite many participants being
excluded from the analysis due to lack of observations in
every cell (see Table 2). Participants generated errors that
were related to the cue regardless of materials condition.
The mean relation value between the cue and error was
slightly higher for unrelated materials (M = .32, SD = .06)
than for related materials, (M = .26, SD = .05) t(29) = 5.06,
SE = .01, p < 001, although at the time of generating the
error, the participant could not be aware of the subsequent
relation to the target, and this effect is in the opposite
direction in Experiment 1. The semantic relatedness of the
errors to the cues provided support for the idea that
participants were engaged and truly generating reasonable
errors, even for the unrelated materials. As was expected,
errors in the unrelated materials condition were not as
related to the target (M = .06, SD = .02) as were errors
generated for related materials (M = .21, SD = .06), t(29) =
17.51, SE = .01, p < .001.

Fig. 3 Metacognitive Data for Experiment 2 (within-participants).
Mean ranking of Learning conditions based on correct performance on
the final cued recall test and subjective metacognitive judgments. The

condition with the highest proportion correct or subjectively rated the
best was assigned a score of a 5. Second best was assigned a score of
4 and so forth, while the worst condition was assigned a 0
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Discussion

Experiment 2 replicated the findings of Experiment 1:
Error-generation led to memorial benefits over both reading
conditions, but only for related materials. For semantically
related word pairs in both experiments, there was enhanced
retention for the correct response when participants had
made a prior incorrect response, as compared with when
they had just read the word pairs. For the unrelated
materials, there was no such benefit of incorrect guessing
in either experiment. If the benefit from producing an error
was due to the effort or engagement during generation
itself, there should have been some benefit from incorrect
guessing for the unrelated materials. Insofar as items were
randomized, in the second experiment, participants could
not have been aware of what the next trial would be.
Therefore, the processing was the same across related and
unrelated conditions during the act of generating the error
itself. The results from the LSA substantiated this lack of
difference during error-generation. Therefore, it appears
that the differential benefits of error-generation between
related and unrelated materials began at the time of target
feedback.

General discussion

These results support the idea that semantic closeness is a
critical factor in determining whether an error will or will not
help learning. One framework consistent with these results is
the Osgood (1949) transfer surface, which captured all
transfer of learning relations that were known at the time of
publication. In this surface, similarity between intralist stimuli
(cues) is plotted against similarity of intralist responses
(targets). Of importance is how these two factors interact to
produce positive transfer or, conversely, interference. When
cues are identical, as in our experiments, the more related the
responses are to one another, the greater the positive transfer
will be. Thus, this framework would predict that positive
transfer will result if the error and target are related. It is only
when the two responses—the error and the target—are
unrelated that negative transfer or interference should be
produced. For the error-generation condition for related
materials in our experiments, LSA showed that errors were
highly similar to the correct targets. Therefore, Kornell et al.’s
(2009) materials and our related materials condition con-
formed to Osgood’s (1949) A–B A–B’ situation. The
erroneous answer produced in this context facilitated learning
of the correct answer, B’. Conversely, the LSA ratings
showed that our unrelated materials condition conformed to
Osgood’s A–B, A–C situation. The errors, in that condition,
were unrelated to the correct targets and produced no memory
benefit. In fact, there was a slight suggestion of error-related
interference. As compared with related materials, unrelated

materials led to more of the original errors persisting in the
final test. Additionally, in the first experiment, correct item
recall was worse in the error-generation condition than in
either the read-long or read-short condition.

Since the time ofOsgood (1949), two possible explanations
have emerged for why this relationship between the error and
the target might be important. One explanation is that making
a related error helps form a richer, more elaborate network
with the cue and the error, as compared with an unrelated
error. In terms of levels of processing, encoding in a deeper,
more elaborative manner is beneficial for future retrieval
(Craik & Lockhart, 1972; Craik & Tulving, 1975). Through
elaborative processing, by producing a guess and forming an
elaboration based on a “deep” or semantic level, retention is
enhanced above “shallow” processing. Error-generation of a
related item might be an elaboration, making the target more
meaningful. Although one might engage in elaborative
processes for unrelated materials, this elaboration might be
in vain. For example, when provided with the word attack,
when one tries to generate a response, one will presumably
think about what it means, and generate, erroneously, dog.
When the related target, defend, is displayed, the connection
is clear, and one can draw a more elaborate and meaningful
relationship than when one simply sees attack–defend. One
can imagine an attack dog defending his doghouse, defending
oneself against an attacking dog, or both. This richer, more
elaborate encoding method should help retention. However, if
the correct answer is something unrelated to attack, such as
bicycle, it is more difficult to form a meaningful connection
or elaboration between the cue, error, and target. Additionally,
Carpenter (2009) and Carpenter and DeLosh (2006) have
argued that elaboration is less likely to occur when one is
reading, as compared with active retrieval.

Along similar lines, during error-generation, one might
activate a variety of related concepts that provide a more
elaborate, richer memory trace, consistent with spreading
activation theories of memory (e.g., Collins & Quillian,
1972). Since there is more information that could potentially
activate the correct target, this elaborative structure could aid
recall (e.g., J. R. Anderson, 1983). Carpenter (2011) suggests
that retrieval aids in activating semantically related informa-
tion above restudy. In other recent work, Grimadli and
Karpicke (in press) found error-generation benefits only for
semantically related items, a finding consistent with the results
presented in the present article. Conversely, when participants’
errors were constricted by providing the first few letters of the
error (e.g., tide–wa____), an error-generation benefit was not
obtained. The authors interpret their results as favoring a
spreading activation view—that is, when an error is commit-
ted, concepts that are related to the target are activated and
enhance learning (e.g., Collins & Loftus, 1975).

A mediator hypothesis is a second potential explanation
for why the relation between the error and the target may be
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important in determining whether errors benefit recall of the
correct target. Under some circumstances, the error itself
may serve as a mediator, or secondary link, between the cue
and the target. It has been shown that previous retrieval
attempts can serve as an intermediary cue in target retrieval
(Soraci et al., 1999) and can facilitate recall (Pyc &
Rawson, 2010). The latter authors found beneficial effects
of the mediator, however, only when it both could be
retrieved at time of test and elicited the target item.3 In the
present paradigm, it seems more likely that a word that is
related to the target might serve as an effective mediator
than would one that is unrelated to the target.

These two hypotheses—error as an elaboration and
error as a mediator—are not mutually exclusive. Error as
an elaboration suggests that because of enhanced process-
ing at encoding from an active (elaborative processing) or
passive (semantic activation) process, the correct target will
be remembered better when an error is generated than with
simple study. In addition, even at retrieval, those concepts
that were previously activated might lead to enhanced recall
of the correct target. On the other hand, the error as a
mediator hypothesis suggests that recalling the original
error itself, and not just the surrounding semantic land-
scape, can act as a secondary cue to retrieve the target.

The RT data are readily interpretable within the error as
a mediator hypothesis. Participants took longer to produce
a response on the final test for the error-generation
condition, as compared with the read-long and read-short
conditions. When they attempted to retrieve the correct
target, the incorrect guesses might have served as a
secondary link that introduced a second step into the
retrieval process. This second step would require additional
time, thereby leading to longer RTs. Even for unrelated
materials, if one retrieved the original error and tried to use
it as a mediator, the response time would still be longer due
to the additional, unsuccessful labor involved in trying to
find the correct retrieval path to the target.

The RT data could also be interpreted within the error as
an elaboration view, though, insofar as exploring the
elaborations that were set up at encoding could be assumed
to take time. A number of semantic activation models predict
longer RTs with a higher number of associated concepts (see
ACT–R and the fan effect; J. R. Anderson, 1974; J. R.
Anderson & Reder, 1999). These models could also predict
that participants’ RTs would be longer for the error-

generation conditions as a result of response competition
between the original generated error and the correct target.

Finally, in both experiments, the metacognitive data
show a stable illusion, whereby participants were not aware
that error-generation was helpful for remembering related
word pairs. It is, perhaps, not surprising that committing
errors during learning is typically seen in a negative light.
As Bjork (1994) stated, “Errors made during training are
generally not viewed as opportunities for learning, but
rather, as evidence of a less-than-optimal training program”
(p. 299). It is surprising, however, that even moments after
completion of the criterion test, participants were not aware
that error-generation was beneficial for related materials.
This finding is particularly interesting since these global
retrospective judgments of performance can use informa-
tion acquired during the criterion test to help inform
judgments. Retrospective judgments, therefore, have been
shown to be more accurate than predictions of performance
(see Pieschl, 2009). For this reason, it is particularly
interesting that there seems to be such a large
disconnect between subjective performance rankings
and actual performance.4

Although, currently, we cannot make any claims in
regard to potential mechanisms driving the subjective bias
against errors, this bias is still of great interest. There are
several possible explanations for the error-generation
metacognitive illusion. One is that participants simply
had a bias against believing that errors are beneficial. A
second explanation is that participants relied on a ease
of processing heuristic (see Koriat & Ma’ayan, 2005;
Winkielman, Schwarz, Fazendeiro & Reber, 2003) or, more
specifically, easily learned, easily remembered (Koriat,
2008; Miele & Molden, 2010). There have been a number
of experiments in which how easily stimuli are processed
influences judgments of how well information is learned
(e.g., Carpenter & Olson in press; Koriat, 1997, 2008;
Nelson & Dunlosky, 1991; Rawson & Dunlosky, 2002;
Rhodes & Castel, 2008). Since error-generation might not
have seemed as easy (perhaps both at retrieval and at
encoding) as reading the answer, participants might be
underconfident in this strategy. Furthermore, if participants
were also generating the error as a mediator, despite its
beneficial effect on retention, the presence of another potential
competitor could have driven down performance estimates.

From an educational standpoint, the findings of the two
reported experiments are of relevance for two reasons. First, we
have shown that when the materials are related, even when that
relation is very small—low associates, not high associates—

4 It is possible, from the present data, that participants underestimated
the memorial benefits of generating errors because they could not
remember which items were in the error-generation condition
(although cf. Huelser & Metcalfe, 2011).

3 Although more original errors were produced on the final test for
unrelated materials in Experiment 1, this does not necessarily mean
that those in the related materials condition were not capable of
retrieving their original error. Anecdotally, during the debriefing,
many participants in the related materials condition mentioned that
they remembered their guesses.
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generating an error and receiving corrective feedback is
much better for learning than is simply studying.
Although more research must be done to understand
the exact mechanisms behind the error-generation effect,
the present results suggest that guessing should be
encouraged, even if the result is an error. Rarely will
the question and answer be so far removed that the learner
cannot make a meaningful connection between the two.
However, some caution is needed in implementing this
recommendation, given that errors may have detrimental effects
for memory-impaired individuals, as was shown in Clare and
Jones’s (2008) review. It is not yet known whether error-
generation, when the errors are related to the targets, as in the
present study, will lead to enhanced or diminished perfor-
mance for young children or those with learning disabilities.

The second point of interest to educators comes from the
metacognitive monitoring results. It is clear that even
immediately after completion of the criterion test, participants
were not aware of which study strategy was best for learning.
It is quite plausible that learners rely on these types of global
retrospective judgments when deciding what learning strategy
to use. It has been shown that monitoring has consequences
for metacognitive control, or regulation, of learning (Metcalfe
& Finn, 2008; Son, 2004; Son & Kornell, 2008; Son &
Metcalfe, 2000; Stone, 2000; see also Metcalfe, 2009). Thus,
it seems unlikely that the learner, without further training of
his or her metacognition, will implement this highly effective
learning strategy.
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A B S T R A C T

Emotional processing is particularly sensitive to sleep deprivation, but research on the topic has been limited
and prior studies have generally evaluated only a circumscribed subset of emotion categories. Here, we
evaluated the effects of one night of sleep deprivation and a night of subsequent recovery sleep on the ability to
identify the six most widely agreed upon basic emotion categories (happiness, surprise, fear, sadness, disgust,
anger). Healthy adults (29 males; 25 females) classified a series of 120 standard facial expressions that were
computer morphed with their most highly confusable expression counterparts to create continua of expressions
that differed in discriminability between emotion categories (e.g., combining 70% happiness+30% surprise;
90% surprise+10% fear). Accuracy at identifying the dominant emotion for each morph was assessed after a
normal night of sleep, again following a night of total sleep deprivation, and finally after a night of recovery
sleep. Sleep deprivation was associated with significantly reduced accuracy for identifying the expressions of
happiness and sadness in the morphed faces. Gender differences in accuracy were not observed and none of the
other emotions showed significant changes as a function of sleep loss. Accuracy returned to baseline after
recovery sleep. Findings suggest that sleep deprivation adversely affects the recognition of subtle facial cues of
happiness and sadness, the two emotions that are most relevant to highly evolved prosocial interpersonal
interactions involving affiliation and empathy, while the recognition of other more primitive survival-oriented
emotional face cues may be relatively robust against sleep loss.

1. Introduction

There is an emerging consensus that sleep plays a vital role in
recalibrating the emotional functioning of the brain (Walker and Van
Der Helm, 2009; Walker, 2009). Without sufficient sleep, there appears
to be a reduction in emotional regulation capacities and a loss of
perceptual sensitivity to cues that provide critical emotional informa-
tion about the external environment and internal milieu (Goldstein-
Piekarski et al., 2015). Notably, Yoo and colleagues showed that
compared to the sleep-rested state, sleep deprivation was associated
with increased amygdala responses to negatively valenced visual
images (e.g., mutilated bodies; unsanitary conditions; aggressive
scenes), and reduced functional connectivity between the top down
emotion regulating regions of the medial prefrontal cortex and the
emotionally responsive amygdala (Yoo et al., 2007). The findings
suggest that without sleep, there is a weakening of the ability of higher
order brain regions to exert regulatory control over more primitive
threat detection systems, leading to greater emotional reactivity. In a
parallel study from the same lab, Gujar and colleagues demonstrated
that sleep deprivation produced similar increases in limbic and

paralimbic regions to positively valenced images as well (Gujar et al.,
2011), suggesting that sleep loss increases emotional reactivity to both
positive and negative stimuli. This has led to the suggestion that sleep
deprivation may globally lower the threshold for emotional activation,
regardless of valence, thus increasing overall sensitivity to emotional
stimuli (Simon et al., 2015).

The effects of sleep deprivation are not limited to emotionally
evocative scenes, but also affect how the human brain responds to facial
expressions of emotion. Huck and colleagues conducted one of the
earliest investigations of the effects of sleep deprivation and stimulant
countermeasures on the ability to accurately identify emotional dis-
plays depicted in photographs of facial expressions (Huck et al., 2008).
In that study, participants completed two tasks, one involving categor-
ization of simple photographs of six basic emotions, and the other
involving categorization of complex blended images created by morph-
ing pairs of highly confusable emotions (e.g., fear+surprise) from the
same set of six primary emotions. While accuracy for simple emotion
perception was not affected by sleep deprivation or stimulants, the
ability to accurately identify the dominant emotion within complex
emotional blends was adversely affected by sleep deprivation and was
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restored by stimulant medications (Huck et al., 2008). Whereas Huck
and colleagues did not examine the effects of sleep loss on accuracy for
the six specific emotions, a subsequent study by van der Helm and
colleagues focused on recognition of three separate emotions, including
happy, sad, and angry facial expressions (Van Der Helm et al., 2010).
They presented participants with a set of morphed face photographs
that ranged in intensity from neutral to full strength for each proto-
typical emotion. The authors found that sleep deprivation led to a
significant impairment of recognition for angry and happy expressions,
but only in the middle range of intensity—an effect that was most
prominent in female participants. More recently, Cote and colleagues
examined a broader range of facial affects, including happy, sad, angry,
and fear and found that sleep deprivation impaired recognition of
sadness in simple full face expressions as well as faces morphed to a
moderate level of intensity (Cote et al., 2014). Finally, Goldstein-
Piekarski and colleagues presented participants with a series of
computer generated faces differing on a continuum from safe to highly
threatening in appearance and found that sleep deprivation led to a
bias toward overestimating the threat in faces, a finding that was
associated with altered viscerosensory brain activation (Goldstein-
Piekarski et al., 2015). Thus, it is clear that sleep deprivation leads to
an impairment in recognition of some aspects of facial affect, particu-
larly when there is some ambiguity in the expressions, but there is no
consensus regarding the specific emotions that are most sensitive to
these effects.

To provide additional insights into this topic, here we provide a
further analysis of the data presented in our previous article (Huck
et al., 2008). In that paper, we only reported total recognition accuracy
scores that were collapsed across all six expressions. However, given
the current interest in the topic, we believe that it would be informative
to provide additional unpublished data regarding the effects of sleep
deprivation and recovery sleep on accuracy for recognizing the
dominant emotional expressions in morphed blends of highly con-
fusable emotions based on the six universal facial expressions, includ-
ing happiness, sadness, surprise, fear, disgust, and anger. Based on the
aforementioned literature, we hypothesized that sleep deprivation
would lead to sustained accuracy for ambiguous blends of confusable
faces with predominantly high threat relevance (i.e., Anger, Fear,
Surprise), whereas morphed expressions with predominantly social/
affiliative relevance (i.e., Happiness, Sadness) would be most suscep-
tible to degraded recognition from sleep loss.

2. Method

2.1. Participants

A total of 54 (29 male; 25 female) healthy young adults (Mean
Age=23.5, SD=4.0) volunteered for a larger study of the effects of sleep
deprivation and stimulant countermeasures on various aspects of
cognitive functioning. While related findings from this dataset have
been reported elsewhere (Huck et al., 2008), here we present pre-
viously unpublished findings and re-analysis of those data regarding
the effects of sleep deprivation on the ability to recognize the six
universal basic emotions. All participants underwent a physical exam-
ination prior to entry into the study and were deemed to be physically
healthy by the examining physician. Exclusionary criteria included any
history of sleep disorder, psychiatric illness, drug or alcohol abuse,
cardiac problems, current pregnancy, or other health issue that would
pose a risk for participating in a sleep deprivation study. Volunteers
were also excluded for any history of tobacco use in the preceding three
years or daily caffeine intake in excess of 400 mg/day. Participants
were required to abstain from alcohol, stimulants, or other psychoac-
tive drugs for 48 h prior to participation. Abstinence from stimulants
was verified via urine drug screen at time of entry into the study and
every 24 h thereafter. Written informed consent was obtained prior to
enrollment and all participants were compensated for their time in the

lab and were also offered a performance bonus for demonstrated effort
on all study tasks. The protocol for this study was approved by the
Walter Reed Army Institute of Research Human Use Review
Committee and the U.S. Army Human Subjects Research Review
Board. This material has been reviewed by the Walter Reed Army
Institute of Research and there is no objection to its presentation and/
or publication.

2.2. Materials and procedure

As part of the larger study, participants underwent a four night
continuous in-residence laboratory study, which consisted of a baseline
acclimation night involving 8-h enforced time in bed from 2300 to
0700, a 61-h period of monitored continuous wakefulness during
which time participants completed a variety of cognitive and perfor-
mance tasks, a 12-h enforced recovery sleep opportunity from 2000 to
0800, and a post-recovery day involving additional cognitive and
performance tasks. The present analysis is focused primarily on the
outcome of the Ekman Hexagon Test (EHT; Thames Valley Test
Company, Suffolk, UK), which was administered several times during
the course of the study. The EHT is a computer-administered task that
required the participant to classify each of a series of displayed facial
expression photographs according to one of six different emotion labels
(happiness, surprise, fear, sadness, disgust, anger). As depicted in
Fig. 1, each face was displayed on the screen with six different emotion
labels located below the face. Label order was randomized at each
presentation. The participant used a mouse to click on the label that
best represented the displayed emotion for each trial. Each facial
photograph was displayed for up to five seconds, after which the
photograph disappeared but the labels remained until a response was
made. There was no time limit for responses. The EHT comprised 150
trials and all photographs were of the same male individual poser.

To increase the emotion processing demands of the task, the face
stimuli were previously morphed to produce a continuum of facial
blends. Briefly, as described in the EHT manual, each basic emotion
photograph was computer morphed with its two most similar appear-
ing and frequently confused counterpart emotions (e.g., fear was
morphed with surprise and fear was morphed with sadness to create
a continuum of expressions from surprise to fear to sadness). For
example, two face images would be combined to create a new image
depicting 70% fear and 30% surprise. Each morphed image was created
in by combining two prototype images according to the following
ratios: 90:10; 70:30; 50:50; 30:70; 10:90. As depicted in Fig. 2, this
process yielded 30 combinations of facial expressions (6 emotions×5
blend levels), that comprised a continuum of emotional blends, with

Fig. 1. Example of the Emotion Hexagon Test. Participants were shown a series of 150
facial expressions that comprised morphed blends of pairs of highly confusable emotions
(e.g., 70% disgust+30% sadness) for five seconds and used the computer cursor to select
the most accurate label for each expression.
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those closest to the 50:50 ratio being most difficult to discriminate.
Although the 50:50 images were presented during the EHT, they were
not calculated in the final scores. Since there is no objectively correct
response for the 50:50 faces (i.e., either response is correct), those
stimuli will not be discussed further here. Thus 120 blended images
were presented (20 for each emotion) and recorded as correct or
incorrect for each response.

The EHT was administered at 1230 on the baseline day (i.e., after
5.5 h of wakefulness), at 0630 on the first morning following one night
of sleep deprivation (i.e., after 23.5 h of wakefulness), again at 0540 on
the second morning of sleep deprivation (i.e., after 46.7 h of wakeful-
ness and stimulant medication administration), and finally at 1200 on
the final day, following 12 h of recovery sleep (i.e., after 4 h of
wakefulness). Data from the 46.7-h post-stimulant session were
reported in great detail in a previous publication (Huck et al., 2008)
and will not be further analyzed or discussed in the present article.
Thus, we report here data for baseline, one night of sleep deprivation
(no stimulants), and recovery.

2.3. Analysis

Data were analyzed in IBM SPSS 20. The raw number of correct
items was re-calculated in terms of percent correct for each category
and entered into a 3 (session)×6 (emotion category)×2 (sex)
repeated measures analysis of variance (ANOVA). Because the primary
effect of interest was whether sleep deprivation would lead to a
significant change in emotion recognition accuracy, planned
comparisons examined the effect of sleep deprivation relative to the
pre-sleep deprivation and post-recovery performances within each of
the specific emotion categories using polynomial planned contrasts
(i.e., predicting a quadratic effect of reduced performance during SD
compared to baseline and recovery). For those showing a significant
quadratic effect, planned simple effects paired comparisons between
the SD and pre- and post-recovery means were conducted. Reaction
time (RT) data from the PVT were converted to a metric of psycho-
motor speed (i.e., 1/RT×1000). All significance tests were evaluated at
α=.05.

Fig. 2. The continuum of faces used for the Emotion Hexagon Test. A total of 30 morphed faces of the same male poser were used. Each face was a morph between two neighboring faces
at varying ratios (e.g., 90% happiness+10% surprise). The blended expressions are listed along the sides of the continua and the proportions of each expression included in the face are
listed along the top axis.
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3. Results

The multivariate tests for the repeated measures ANOVA revealed a
significant main effect of session, F(2,51)=8.33, p=.001, a significant
main effect of emotion type, F(5,48)=23.15, p < .0001, and a significant
session×emotion type interaction, F(10,43)=3.69, p=001. Because
these findings were not significantly affected by the sex of the
participant, as indicated by a non-significant sex×session×emotion
type interaction, F(10,43)=0.83, p=.60, data were combined for the
sample as a whole for subsequent analyses.

Fig. 3 shows the plots for the individual emotion categories
separately. Planned comparisons showed that for happiness, there
was a significant quadratic effect, F(1,52)=7.12, p=.01, suggesting an
effect of sleep deprivation on accuracy judgments. This was confirmed
by planned simple effects comparisons showing a decrease in accuracy
from baseline to sleep deprivation (p=.004) and an increase from sleep
deprivation to post-recovery (p=.027). Similarly, for sadness, there was
a significant quadratic effect, F(1,52)=5.85, p=.019, and further
planned comparisons suggested that this was indeed due to a sig-

nificant decline in accuracy from baseline to sleep deprivation (p=.023)
and a significant increase from SD to post-recovery (p=.022). On the
other hand, for surprise, there was no significant quadratic effect,
F(1,52)=1.73, p=.19, suggesting no effect of sleep deprivation. While
there was a significant quadratic effect for fear, F(1,52)=5.92, p=.018,
there was no significant decline from baseline to sleep deprivation
(p=.39), although there was an increase from sleep deprivation to post-
recovery (p=.001). No significant quadratic effect was observed for
either disgust, F(1,52)=0.98, p=.33, or anger, F(1,52)=.68, p=.41,
suggesting no effect of sleep deprivation on the accuracy of these
emotional judgments.

4. Discussion

Human survival has long depended on the ability to accurately read
and infer the emotional states of others. Because the face commu-
nicates the physical and affective condition, motivation, and potential
intentions of those in close proximity, it provides a crucial source of
information about factors that could affect survival and wellbeing,

Fig. 3. The figures show the accuracy of recognition performance for each blended emotion at baseline, 23.5-h of sleep deprivation, and again following a 12-h opportunity for recovery
sleep. The top panels show that sleep deprivation was associated with a significant decline in the percent of correct responses for faces with dominant expressions of happiness or
sadness. None of the other emotional expressions showed significant declines in perception accuracy with sleep deprivation.
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including the presence or absence of danger, the availability of
resources, the needs of others, and the potential for social inclusion
and affiliation (Blair, 2003). We examined the effect of one night of
sleep deprivation on the ability to accurately identify the six most
broadly accepted basic human facial expressions of emotion (Ekman,
1992) under conditions of varying ambiguity (i.e., each target emo-
tional expression was partially blended with another emotional ex-
pression with which it is often confused). Consistent with our hypoth-
esis, we found that sleep deprivation adversely affected the recognition
of target expressions involving happiness and sadness, emotions that
often relate most strongly to social and affiliative behaviors, while
having no discernable effect on the ability to recognize target facial
expressions communicating the potential for immediate threat, peril,
or danger (i.e., expressions of surprise, fear, disgust, and anger).
Together, these findings suggest that during periods of compromised
cognitive-emotional capacity induced by sleep loss, the brain may
preserve emotional recognition resources necessary for responding to
threat-relevant stimuli at the expense of cognitive resources available
for sustaining less urgent socio-emotional recognition processes that
play a role in empathy, social closeness, and affiliative behavior.

Our findings contribute to a rapidly emerging literature on the
effects of sleep deprivation on emotional processing. Notably, a small
number of recent studies have examined the effects of sleep deprivation
specifically on the accuracy and perceived intensity of emotional face
perception. Evidence suggests that sleep deprivation adversely affects
the perception of facial emotion, particularly when facial cues are
somewhat ambiguous due to morphing or blending of features (Huck
et al., 2008). Most studies that have found effects of sleep deprivation
on emotion perception have utilized some sort of computer morphing
technique to scale images to varying levels of ambiguity or intensity.
Applying such techniques, van der Helm and colleagues found that a
night of sleep deprivation reduced accuracy for recognizing angry and
happy faces, but only in the middle ranges of intensity and only for
females (Van Der Helm et al., 2010). A similar study by Cote and
colleagues found that sleep deprivation reduced classification accuracy
only for sad faces, particularly when the faces were more ambiguous
due to morphing (Cote et al., 2014). Our findings are partially
consistent with each of these studies, as we found that sleep loss
affected recognition of happy faces (as found by van der Helm and
colleagues) and sad faces (as found by Cote and colleagues), while other
blended affects were recognized at baseline levels. While it is clear that
sleep deprivation affects recognition of emotion, it is not clear why the
specific emotions that were affected differed between studies. Notably,
our study focused on accuracy data, while the others focused more
specifically on neurophysiological methods. Our sample size was larger
and included more emotion categories than either of the two preceding
studies, which could account for some of the differences. The stimuli
for the three studies also differ in terms of the faces used and degree of
morphing employed. However, the most likely explanation is that the
previous two studies focused on morphed expressions designed to
differ on the dimension of intensity (i.e., from neutral to strongly
emotional) within each emotion category, whereas our approach used
expressions that were more ambiguous because they were morphed at
full intensity across emotion categories with their nearest confusable
expressions. Prior work suggests that ambiguity in expressions may
activate threat-detection systems (Blasi et al., 2009; Cote et al., 2014),
which may explain why the impairments were restricted to only non-
threat (i.e., social-affiliative) emotions.

It should also be noted that although sleep deprivation significantly
impaired the perception of happy faces, the absolute magnitude of the
decline was quite small and there was an overall ceiling effect for
perception of happy faces. This is not entirely surprising, as happy
faces are well known to be the easiest and most rapidly identified of all
expressions (Alves et al., 2009; Wells et al., 2016). This is partially due
to the fact that there are more negative emotional categories to choose
from than positive ones. In our study, we had five negative emotions

and one positive one, which likely made it fairly easy to discriminate
happy from all of the other emotions. We acknowledge that in a “real
world” setting, emotion perception may be considerably more complex,
especially when there may be multiple faces in view, all dynamically
changing, and all competing with other attentional demands. Some
evidence suggests that dynamic facial displays may engage additional
brain processes compared to static expressions. Future work in this
area might benefit from the inclusion of more complex types of facial
stimuli, including dynamic expressions embedded with other compet-
ing stimuli.

Recent work has also examined similar effects in patients with sleep
disorders. For instance, our findings are highly similar to a recent study
that showed that patients with either insomnia or sleep apnea showed
reduced accuracy for recognizing happy and sad faces, but not for other
emotions such as anger, anxiety, fear, or disgust (Cronlein et al., 2016).
This raises the possibility that chronic sleep problems may lead to
alterations in emotional processing that are similar to that produced by
experimental sleep deprivation and could have implications for many
social interactions and work contexts. However, in a separate study,
patients with psychophysiological insomnia showed no difference from
healthy controls in their ability to accurately classify expressions of
fear, anger, sadness, and happiness, although they did show lower
intensity ratings for sad and fear expressions (Kyle et al., 2014).
However, with a much smaller sample size in the latter study, it is
possible that the failure to find differences between insomnia and
controls may have been due to lack of power. Further research will be
needed to clarify this issue in patient populations.

Here, we showed that while social-affiliative emotional expressions
were adversely affected by sleep loss, those expressions communicating
potentially hazardous conditions (i.e., anger, fear, surprise, and
disgust) were sustained. These findings are consistent with a large
literature suggesting that the human brain is hardwired to respond to
emotional face stimuli and is particularly sensitive to facial cues
communicating threat (Green and Phillips, 2004; Killgore et al.,
2013; West et al., 2011). From the standpoint of short-term survival,
it would make sense that crucial threat detection systems would be
more robust against temporary sleep loss than those involved in social
affiliation. While information about social and affiliative conditions is
important for long-term survival and reproduction, it is probably less
critical to the immediate survival of the individual during acute periods
of potential danger. Sleep deprivation may place a person at heightened
risk when functioning in a threatening environment because it
degrades reaction time, cognitive processing, and physical capacities
(Durmer and Dinges, 2005; Killgore, 2010). When compromised by
sleep loss, survival would be most assured if an individual was able to
sustain accurate or enhanced recognition of cues reflecting potential
danger (e.g., a face expressing anger, fear, surprise, or disgust). In fact,
during periods when physical and mental capacities have been
impaired by sleep deprivation, it might actually be advantageous to
err on the side of caution with regard to interpreting the meaning of
emotional expressions, especially non-threat-related social emotions
such as happiness and sadness. These emotional expressions essen-
tially communicate that it is acceptable to lower one's defensive posture
because it is safe to affiliate or socially appropriate to show empathy.
However, it is not inconceivable that during periods of sleep depriva-
tion, it may actually confer a survival advantage to misinterpret social/
affiliative facial expressions of happiness or sadness as something a bit
more ominous—just to be on the safe side. In other words, during
situations when one's cognitive performance is compromised through
sleep loss, the consequences of misreading a safe face as threatening
are probably far less grave than misreading a threatening face as safe.
Such a perspective is also consistent with other evidence suggesting
that sleep deprived people are more likely to violate their own moral
personal beliefs (Killgore et al., 2007), report lower levels of empathy
(Killgore et al., 2008), and are more likely to feel anxious and
suspicious (Kahn-Greene et al., 2007) than when not sleep deprived.
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The aforementioned perspective is consistent with recent findings
showing that sleep deprivation increases the general tendency to
perceive facial expressions as “threatening” in appearance (Goldstein-
Piekarski et al., 2015). All things being equal, a sleep-deprived
individual shows a lower threshold for interpreting a face as potentially
threatening than when normally rested. Moreover, this sleep-loss
induced drop in the threshold for threat perception corresponds with
changes in brain activation within a visero-sensory network comprising
the dorsal anterior cingulate cortex and insula (Goldstein-Piekarski
et al., 2015). These findings suggest that sleep deprivation lowers the
threshold of interoceptive sensitivity of brain homeostatic systems,
enhancing the threat-response system and affecting the interpretation
of pro-social and antisocial cues (Goldstein-Piekarski et al., 2015;
Simon et al., 2015). Findings from the animal literature are also
supportive of this model, suggesting that deprivation of rapid eye
movement sleep in pregnant rats increases defensive aggression and
reduces the threshold for responding to potentially hostile stimuli
(Pires et al., 2015). Overall, our findings are consistent with these data
in animals and humans, suggesting that the accuracy of detecting facial
displays that communicate clear and present danger may be more
robust against sleep deprivation than those involved in detecting social
and affiliative emotions.

Several limitations should be considered when interpreting these
findings. First, we did not collect data on emotional intensity ratings in
this study and it is possible that participants perceived the threat
related stimuli as more arousing overall, and such increased arousal
may have in turn led to greater accuracy in responding to the threat-
related faces during periods of decreased alertness and vigilance.
However, several studies have shown that sleep deprivation generally
leads to a decrease rather than increase in the perceived intensity of
emotional ratings on faces (Kyle et al., 2014; Van Der Helm et al.,
2010), suggesting that increased arousal is an unlikely explanation.
Second, we did not compare our data to a non-sleep deprived control
group over the same time period, so it is possible that similar effects
would emerge following repeated testing with the stimuli. It is there-
fore impossible to rule out effects of learning or carry-over effects due
to repeated exposure to the stimuli across multiple sessions. The effects
of learning and repeated exposure to the stimuli may have offset
deficits in accurate perception of some faces, such as surprise, fear, and
anger. This alternate explanation might even suggest that the threat-
related emotions are more easily learned than the affiliative emotions,
making them somewhat resistant to degradation by sleep deprivation.
Furthermore, the fact that accuracy for fear faces was improved after
the recovery night, suggests that learning/consolidation for fearful
expressions may have been suppressed during sleep deprivation but re-
emerged following a night of recovery sleep. In order to fully clarify the
combined effects of sleep deprivation and learning, future work will
need to compare repeated administrations of these stimuli to a non-
sleep deprived control group. Third, the version of the task we used
allowed the faces to be displayed for up to five seconds awaiting a
response. Thus, there was no significant time pressure and it is possible
that different results would have been obtained if the stimuli had been
shown for only a fraction of a second or if a specific time pressure had
been imposed. Similarly, our methods only allowed collection of
accuracy data (i.e., no reaction time data were collected). However,
accuracy data may not be sufficient to understand the effects of sleep
deprivation on face processing, as it is well established that sleep loss
significantly slows general reaction time. These questions will need to
be addressed in future research. Fourth, while we utilized a set of
standard basic emotional faces that have been well validated (Ekman
and Friesen, 1976), it is possible that different effects would have been
obtained if a more comprehensive set of emotions or expression stimuli
were tested. For instance, the use of a single poser (a middle aged
Caucasian male) reduces the generalizability of the findings and may
not reveal the complexities of emotional face processing that would
emerge with a more diverse set of stimuli in terms of age, gender, and

race. At present, this study reflects the largest set of discrete emotional
expressions yet tested in a laboratory sleep deprivation experiment, but
more remains to be done. While our study and most others have only
included a single emotion expression of happiness, emerging research
suggests that there may be a number of potential positive emotions
with corresponding facial displays (e.g., amusement, awe, pride, etc.)
that have been relatively unexplored until recently (Keltner and Shiota,
2003; Mortillaro et al., 2011; Shiota et al., 2003). Future work should
examine the effects of insufficient sleep on the perception of these other
positive emotions as well. Fifth, the time of day for the testing sessions
could have affected the results. Specifically, baseline and post-recovery
sessions just after noon, whereas the sleep deprived session occurred
early in the morning at around 0630. While this was done to maximize
potential deficits in order to determine the practical effects on real-life
performance, it makes it impossible to disentangle the individual
effects of sleep deprivation and the circadian rhythm of performance.
Future work will need to explore this effect under conditions that allow
these two influences to be disambiguated. Finally, the present findings
may be limited in ecological validity, as they involved fairly artificial
two-dimensional displays of black and white static photographs of
morphed faces. It will be important to investigate whether similar
findings are also observed with more externally valid stimuli, such as
dynamic displays of emotion, more diverse ethnic identities, and the
incorporation of body posture and contextual cues. Despite the
aforementioned limitations, the present study provides the largest
sample using the broadest range of emotional facial expressions
published to date to examine the effects of sleep deprivation on
emotional recognition accuracy. Our findings are consistent with an
adaptive survival model suggesting that during periods of sleep
deprivation the brain preserves those cognitive-affective processes
most relevant to threat detection at the expense of those that do not
contribute to short-term survival.
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To test the hypothesis that lecturing maximizes learning and
course performance, we metaanalyzed 225 studies that reported
data on examination scores or failure rates when comparing student
performance in undergraduate science, technology, engineer-
ing, and mathematics (STEM) courses under traditional lecturing
versus active learning. The effect sizes indicate that on average,
student performance on examinations and concept inventories in-
creased by 0.47 SDs under active learning (n = 158 studies), and
that the odds ratio for failing was 1.95 under traditional lecturing
(n = 67 studies). These results indicate that average examination
scores improved by about 6% in active learning sections, and that
students in classes with traditional lecturing were 1.5 times more
likely to fail than were students in classes with active learning.
Heterogeneity analyses indicated that both results hold across
the STEM disciplines, that active learning increases scores on con-
cept inventories more than on course examinations, and that ac-
tive learning appears effective across all class sizes—although the
greatest effects are in small (n ≤ 50) classes. Trim and fill analyses
and fail-safe n calculations suggest that the results are not due to
publication bias. The results also appear robust to variation in the
methodological rigor of the included studies, based on the quality
of controls over student quality and instructor identity. This is the
largest and most comprehensive metaanalysis of undergraduate
STEM education published to date. The results raise questions about
the continued use of traditional lecturing as a control in research
studies, and support active learning as the preferred, empirically
validated teaching practice in regular classrooms.

constructivism | undergraduate education | evidence-based teaching |
scientific teaching

Lecturing has been the predominant mode of instruction since
universities were founded in Western Europe over 900 y ago

(1). Although theories of learning that emphasize the need for
students to construct their own understanding have challenged
the theoretical underpinnings of the traditional, instructor-
focused, “teaching by telling” approach (2, 3), to date there has
been no quantitative analysis of how constructivist versus expo-
sition-centered methods impact student performance in un-
dergraduate courses across the science, technology, engineering,
and mathematics (STEM) disciplines. In the STEM classroom,
should we ask or should we tell?
Addressing this question is essential if scientists are committed

to teaching based on evidence rather than tradition (4). The
answer could also be part of a solution to the “pipeline problem”

that some countries are experiencing in STEM education: For
example, the observation that less than 40% of US students who
enter university with an interest in STEM, and just 20% of
STEM-interested underrepresented minority students, finish with
a STEM degree (5).
To test the efficacy of constructivist versus exposition-centered

course designs, we focused on the design of class sessions—as
opposed to laboratories, homework assignments, or other exer-
cises. More specifically, we compared the results of experiments
that documented student performance in courses with at least
some active learning versus traditional lecturing, by metaanalyzing

225 studies in the published and unpublished literature. The active
learning interventions varied widely in intensity and implementa-
tion, and included approaches as diverse as occasional group
problem-solving, worksheets or tutorials completed during class,
use of personal response systems with or without peer instruction,
and studio or workshop course designs. We followed guidelines for
best practice in quantitative reviews (SI Materials and Methods),
and evaluated student performance using two outcome variables:
(i) scores on identical or formally equivalent examinations, concept
inventories, or other assessments; or (ii) failure rates, usually
measured as the percentage of students receiving a D or F grade
or withdrawing from the course in question (DFW rate).
The analysis, then, focused on two related questions. Does ac-

tive learning boost examination scores? Does it lower failure rates?

Results
The overall mean effect size for performance on identical or
equivalent examinations, concept inventories, and other assess-
ments was a weighted standardized mean difference of 0.47 (Z =
9.781, P << 0.001)—meaning that on average, student perfor-
mance increased by just under half a SD with active learning
compared with lecturing. The overall mean effect size for failure
rate was an odds ratio of 1.95 (Z = 10.4, P << 0.001). This odds
ratio is equivalent to a risk ratio of 1.5, meaning that on average,
students in traditional lecture courses are 1.5 times more likely to
fail than students in courses with active learning. Average failure
rates were 21.8% under active learning but 33.8% under tradi-
tional lecturing—a difference that represents a 55% increase
(Fig. 1 and Fig. S1).

Significance

The President’s Council of Advisors on Science and Technology
has called for a 33% increase in the number of science, tech-
nology, engineering, and mathematics (STEM) bachelor’s degrees
completed per year and recommended adoption of empirically
validated teaching practices as critical to achieving that goal. The
studies analyzed here document that active learning leads to
increases in examination performance that would raise average
grades by a half a letter, and that failure rates under traditional
lecturing increase by 55% over the rates observed under active
learning. The analysis supports theory claiming that calls to in-
crease the number of students receiving STEM degrees could be
answered, at least in part, by abandoning traditional lecturing in
favor of active learning.
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Heterogeneity analyses indicated no statistically significant
variation among experiments based on the STEM discipline of
the course in question, with respect to either examination scores
(Fig. 2A; Q = 910.537, df = 7, P = 0.160) or failure rates (Fig. 2B;
Q = 11.73, df = 6, P = 0.068). In every discipline with more than
10 experiments that met the admission criteria for the meta-
analysis, average effect sizes were statistically significant for
either examination scores or failure rates or both (Fig. 2, Figs.
S2 and S3, and Tables S1A and S2A). Thus, the data indicate
that active learning increases student performance across the
STEM disciplines.
For the data on examinations and other assessments, a het-

erogeneity analysis indicated that average effect sizes were lower
when the outcome variable was an instructor-written course ex-
amination as opposed to performance on a concept inventory
(Fig. 3A and Table S1B; Q = 10.731, df = 1, P << 0.001). Al-
though student achievement was higher under active learning for
both types of assessments, we hypothesize that the difference in
gains for examinations versus concept inventories may be due to
the two types of assessments testing qualitatively different cogni-
tive skills. This explanation is consistent with previous research

indicating that active learning has a greater impact on student
mastery of higher- versus lower-level cognitive skills (6–9), and
the recognition that most concept inventories are designed to
diagnose known misconceptions, in contrast to course examinations
that emphasize content mastery or the ability to solve quantitative
problems (10). Most concept inventories also undergo testing for
validity, reliability, and readability.
Heterogeneity analyses indicated significant variation in terms

of course size, with active learning having the highest impact
on courses with 50 or fewer students (Fig. 3B and Table S1C;
Q = 6.726, df = 2, P = 0.035; Fig. S4). Effect sizes were sta-
tistically significant for all three categories of class size, how-
ever, indicating that active learning benefitted students in
medium (51–110 students) or large (>110 students) class sizes
as well.
When we metaanalyzed the data by course type and course

level, we found no statistically significant difference in active
learning’s effect size when comparing (i) courses for majors
versus nonmajors (Q = 0.045, df = 1, P = 0.883; Table S1D), or
(ii) introductory versus upper-division courses (Q = 0.046, df = 1,
P = 0.829; Tables S1E and S2D).

Fig. 1. Changes in failure rate. (A) Data plotted as percent change in failure rate in the same course, under active learning versus lecturing. The mean change
(12%) is indicated by the dashed vertical line. (B) Kernel density plots of failure rates under active learning and under lecturing. The mean failure rates under
each classroom type (21.8% and 33.8%) are shown by dashed vertical lines.

Fig. 2. Effect sizes by discipline. (A) Data on examination scores, concept inventories, or other assessments. (B) Data on failure rates. Numbers below data
points indicate the number of independent studies; horizontal lines are 95% confidence intervals.
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To evaluate how confident practitioners can be about these
conclusions, we performed two types of analyses to assess
whether the results were compromised by publication bias, i.e.,
the tendency for studies with low effect sizes to remain un-
published. We calculated fail-safe numbers indicating how many
missing studies with an effect size of 0 would have to be pub-
lished to reduce the overall effect sizes of 0.47 for examination
performance and 1.95 for failure rate to preset levels that would
be considered small or moderate—in this case, 0.20 and 1.1, re-
spectively. The fail-safe numbers were high: 114 studies on exam-
ination performance and 438 studies on failure rate (SI Materials
and Methods). Analyses of funnel plots (Fig. S5) also support a
lack of publication bias (SI Materials and Methods).
To assess criticisms that the literature on undergraduate

STEM education is difficult to interpret because of methodo-
logical shortcomings (e.g., ref. 11), we looked for heterogeneity
in effect sizes for the examination score data, based on whether
experiments did or did not meet our most stringent criteria for
student and instructor equivalence. We created four categories
to characterize the quality of the controls over student equivalence
in the active learning versus lecture treatments (SI Materials and
Methods), and found that there was no heterogeneity based on
methodological quality (Q = 2.097, df = 3, P = 0.553): Experi-
ments where students were assigned to treatments at random
produced results that were indistinguishable from three types
of quasirandomized designs (Table 1). Analyzing variation with
respect to controls over instructor identity also produced no
evidence of heterogeneity (Q = 0.007, df = 1, P = 0.934): More
poorly controlled studies, with different instructors in the two
treatment groups or with no data provided on instructor equiv-
alence, gave equivalent results to studies with identical or ran-
domized instructors in the two treatments (Table 1). Thus, the
overall effect size for examination data appears robust to variation
in the methodological rigor of published studies.

Discussion
The data reported here indicate that active learning increases
examination performance by just under half a SD and that lec-
turing increases failure rates by 55%. The heterogeneity analyses
indicate that (i) these increases in achievement hold across all of the
STEM disciplines and occur in all class sizes, course types, and
course levels; and (ii) active learning is particularly beneficial in
small classes and at increasing performance on concept inventories.
Although this is the largest and most comprehensive meta-

analysis of the undergraduate STEM education literature to
date, the weighted, grand mean effect size of 0.47 reported here
is almost identical to the weighted, grand-mean effect sizes of
0.50 and 0.51 published in earlier metaanalyses of how alter-
natives to traditional lecturing impact undergraduate course
performance in subsets of STEM disciplines (11, 12). Thus, our
results are consistent with previous work by other investigators.
The grand mean effect sizes reported here are subject to im-

portant qualifications, however. For example, because struggling
students are more likely to drop courses than high-achieving
students, the reductions in withdrawal rates under active learn-
ing that are documented here should depress average scores on
assessments—meaning that the effect size of 0.47 for examina-
tion and concept inventory scores may underestimate active
learning’s actual impact in the studies performed to date (SI
Materials and Methods). In contrast, it is not clear whether effect
sizes of this magnitude would be observed if active learning
approaches were to become universal. The instructors who
implemented active learning in these studies did so as volunteers.
It is an open question whether student performance would in-
crease as much if all faculty were required to implement active
learning approaches.
Assuming that other instructors implement active learning and

achieve the average effect size documented here, what would

Fig. 3. Heterogeneity analyses for data on examination scores, concept inventories, or other assessments. (A) By assessment type—concept inventories versus
examinations. (B) By class size. Numbers below data points indicate the number of independent studies; horizontal lines are 95% confidence intervals.

Table 1. Comparing effect sizes estimated from well-controlled versus less-well-controlled studies

95% confidence interval

Type of control n Hedges’s g SE Lower limit Upper limit

For student equivalence
Quasirandom—no data on student equivalence 39 0.467 0.102 0.268 0.666
Quasirandom—no statistical difference in prescores
on assessment used for effect size

51 0.534 0.089 0.359 0.709

Quasirandom—no statistical difference on metrics
of academic ability/preparedness

51 0.362 0.092 0.181 0.542

Randomized assignment or crossover design 16 0.514 0.098 0.322 0.706
For instructor equivalence

No data, or different instructors 59 0.472 0.081 0.313 0.631
Identical instructor, randomized assignment,
or ≥3 instructors in each treatment

99 0.492 0.071 0.347 0.580
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a shift of 0.47 SDs in examination and concept inventory scores
mean to their students?

i) Students performing in the 50th percentile of a class based on
traditional lecturing would, under active learning, move to
the 68th percentile of that class (13)—meaning that instead
of scoring better than 50% of the students in the class, the
same individual taught with active learning would score better
than 68% of the students being lectured to.

ii) According to an analysis of examination scores in three intro-
ductory STEM courses (SI Materials and Methods), a change of
0.47 SDs would produce an increase of about 6% in average
examination scores and would translate to a 0.3 point in-
crease in average final grade. On a letter-based system, medians
in the courses analyzed would rise from a B− to a B or from
a B to a B+.

The result for undergraduate STEM courses can also be
compared with the impact of educational interventions at the
precollege level. A recent review of educational interventions
in the K–12 literature reports a mean effect size of 0.39 when
impacts are measured with researcher-developed tests, analo-
gous to the examination scores analyzed here, and a mean effect
size of 0.24 for narrow-scope standardized tests, analogous to the
concept inventories analyzed here (14). Thus, the effect size of
active learning at the undergraduate level appears greater than
the effect sizes of educational innovations in the K–12 setting,
where effect sizes of 0.20 or even smaller may be considered of
policy interest (14).
There are also at least two ways to view an odds ratio of 1.95

for the risk of failing a STEM course:

i) If the experiments analyzed here had been conducted as ran-
domized controlled trials of medical interventions, they may
have been stopped for benefit—meaning that enrolling
patients in the control condition might be discontinued be-
cause the treatment being tested was clearly more beneficial.
For example, a recent analysis of 143 randomized controlled
medical trials that were stopped for benefit found that they
had a median relative risk of 0.52, with a range of 0.22 to 0.66
(15). In addition, best-practice directives suggest that data
management committees may allow such studies to stop for
benefit if interim analyses have large sample sizes and P val-
ues under 0.001 (16). Both criteria were met for failure rates
in the education studies we analyzed: The average relative
risk was 0.64 and the P value on the overall odds ratio
was << 0.001. Any analogy with biomedical trials is qual-
ified, however, by the lack of randomized designs in studies
that included data on failure rates.

ii) There were 29,300 students in the 67 lecturing treatments
with data on failure rates. Given that the raw failure rate in
this sample averaged 33.8% under traditional lecturing and
21.8% under active learning, the data suggest that 3,516 fewer
students would have failed these STEM courses under active
learning. Based on conservative assumptions (SI Materials and
Methods), this translates into over US$3,500,000 in saved tuition
dollars for the study population, had all students been exposed
to active learning. If active learning were implemented widely,
the total tuition dollars saved would be orders of magnitude
larger, given that there were 21 million students enrolled in
US colleges and universities alone in 2010, and that about a
third of these students intended to major in STEM fields as
entering freshmen (17, 18).

Finally, increased grades and fewer failures should make a
significant impact on the pipeline problem. For example, the
2012 President’s Council of Advisors on Science and Technology
report calls for an additional one million STEM majors in the
United States in the next decade—requiring a 33% increase

from the current annual total—and notes that simply increasing
the current STEM retention rate of 40% to 50% would meet
three-quarters of that goal (5). According to a recent cohort
study from the National Center for Education Statistics (19),
there are gaps of 0.5 and 0.4 in the STEM-course grade point
averages (GPAs) of first-year bachelor’s and associate’s degree
students, respectively, who end up leaving versus persisting in
STEM programs. A 0.3 “bump” in average grades with active
learning would get the “leavers” close to the current perfor-
mance level of “persisters.” Other analyses of students who leave
STEM majors indicate that increased passing rates, higher grades,
and increased engagement in courses all play a positive role in re-
tention (20–22).
In addition to providing evidence that active learning can

improve undergraduate STEM education, the results reported
here have important implications for future research. The studies
we metaanalyzed represent the first-generation of work on un-
dergraduate STEM education, where researchers contrasted a
diverse array of active learning approaches and intensities with
traditional lecturing. Given our results, it is reasonable to raise
concerns about the continued use of traditional lecturing as a
control in future experiments. Instead, it may be more pro-
ductive to focus on what we call “second-generation research”:
using advances in educational psychology and cognitive science
to inspire changes in course design (23, 24), then testing hy-
potheses about which type of active learning is most appropriate
and efficient for certain topics or student populations (25).
Second-generation research could also explore which aspects of
instructor behavior are most important for achieving the greatest
gains with active learning, and elaborate on recent work in-
dicating that underprepared and underrepresented students may
benefit most from active methods. In addition, it will be impor-
tant to address questions about the intensity of active learning:
Is more always better? Although the time devoted to active
learning was highly variable in the studies analyzed here, ranging
from just 10–15% of class time being devoted to clicker questions
to lecture-free “studio” environments, we were not able to evaluate
the relationship between the intensity (or type) of active learning
and student performance, due to lack of data (SI Materials
and Methods).
As research continues, we predict that course designs inspired

by second-generation studies will result in additional gains in
student achievement, especially when the types of active learning
interventions analyzed here—which focused solely on in-class
innovations—are combined with required exercises that are
completed outside of formal class sessions (26).
Finally, the data suggest that STEM instructors may begin to

question the continued use of traditional lecturing in everyday
practice, especially in light of recent work indicating that active
learning confers disproportionate benefits for STEM students
from disadvantaged backgrounds and for female students in
male-dominated fields (27, 28). Although traditional lecturing
has dominated undergraduate instruction for most of a millen-
nium and continues to have strong advocates (29), current evi-
dence suggests that a constructivist “ask, don’t tell” approach
may lead to strong increases in student performance—amplifying
recent calls from policy makers and researchers to support faculty
who are transforming their undergraduate STEM courses (5, 30).

Materials and Methods
To create a working definition of active learning, we collected written defi-
nitions from 338 audience members, before biology departmental seminars
on active learning, at universities throughout the United States and Canada.
We then coded elements in the responses to create the following con-
sensus definition:

Active learning engages students in the process of learning through
activities and/or discussion in class, as opposed to passively listening
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to an expert. It emphasizes higher-order thinking and often involves
group work. (See also ref. 31, p. iii).

Following Bligh (32), we defined traditional lecturing as “. . .continuous ex-
position by the teacher.” Under this definition, student activity was assumed
to be limited to taking notes and/or asking occasional and unprompted
questions of the instructor.

Literature Search. We searched the gray literature, primarily in the form of
unpublished dissertations and conference proceedings, in addition to peer-
reviewed sources (33, 34) for studies that compared student performance
in undergraduate STEM courses under traditional lecturing versus active
learning. We used four approaches (35) to find papers for consideration:
hand-searching every issue in 55 STEM education journals from June 1, 1998
to January 1, 2010 (Table S3), searching seven online databases using an
array of terms, mining reviews and bibliographies (SI Materials and Methods),
and “snowballing” from references in papers admitted to the study (SI
Materials and Methods). We had no starting time limit for admission to
the study; the ending cutoff for consideration was completion or publication
before January 1, 2010.

Criteria for Admission. As recommended (36), the criteria for admission to the
coding and final data analysis phases of the study were established at the
onset of the work and were not altered. We coded studies that (i) contrasted
traditional lecturing with any active learning intervention, with total class
time devoted to each approach not differing by more than 30 min/wk; (ii)
occurred in the context of a regularly scheduled course for undergraduates;
(iii) were largely or solely limited to changes in the conduct of the regularly
scheduled class or recitation sessions; (iv) involved a course in astronomy,
biology, chemistry, computer science, engineering, geology, mathematics,
natural resources or environmental science, nutrition or food science,
physics, psychology, or statistics; and (v) included data on some aspect of
student academic performance.

Note that criterion i yielded papers representing a wide array of active
learning activities, including vaguely defined “cooperative group activities
in class,” in-class worksheets, clickers, problem-based learning (PBL), and
studio classrooms, with intensities ranging from 10% to 100% of class time
(SI Materials and Methods). Thus, this study’s intent was to evaluate the
average effect of any active learning type and intensity contrasted with
traditional lecturing.

The literature search yielded 642 papers that appeared to meet these five
criteria and were subsequently coded by at least one of the authors.

Coding. All 642 papers were coded by one of the authors (S.F.) and 398 were
coded independently by at least one other member of the author team (M.M.,
M.S., M.P.W., N.O., or H.J.). The 244 “easy rejects”were excluded from the study
after the initial coder (S.F.) determined that they clearly did not meet one or
more of the five criteria for admission; a post hoc analysis suggested that the
easy rejects were justified (SI Materials and Methods).

The two coders met to review each of the remaining 398 papers and reach
consensus (37, 38) on

i) The five criteria listed above for admission to the study;
ii) Examination equivalence—meaning that the assessment given to stu-

dents in the lecturing and active learning treatment groups had to be
identical, equivalent as judged by at least one third-party observer
recruited by the authors of the study in question but blind to the hy-
pothesis being tested, or comprising questions drawn at random from
a common test bank;

iii) Student equivalence—specifically whether the experiment was based on
randomization or quasirandomization among treatments and, if quasir-
andom, whether students in the lecture and active learning treatments
were statistically indistinguishable in terms of (a) prior general academic
performance (usually measured by college GPA at the time of entering
the course, Scholastic Aptitude Test, or American College Testing scores),
or (b) pretests directly relevant to the topic in question;

iv) Instructor equivalence—meaning whether the instructors in the lecture
and active learning treatments were identical, randomly assigned, or
consisted of a group of three or more in each treatment; and

v) Data that could be used for computing an effect size.

To reduce or eliminate pseudoreplication, the coders also annotated the
effect size data using preestablished criteria to identify and report effect
sizes only from studies that represented independent courses and pop-
ulations reported. If the data reported were from iterations of the same
course at the same institution, we combined data recorded for more than

one control and/or treatment group from the same experiment. We also
combined data from multiple outcomes from the same study (e.g., a series
of equivalent midterm examinations) (SI Materials and Methods). Coders
also extracted data on class size, course type, course level, and type of active
learning, when available.

Criteria iii and iv were meant to assess methodological quality in the final
datasets, which comprised 158 independent comparisons with data on stu-
dent examination performance and 67 independent comparisons with data
on failure rates. The data analyzed and references to the corresponding
papers are archived in Table S4.

Data Analysis. Before analyzing the data, we inspected the distribution of
class sizes in the study and binned this variable as small, medium, and large
(SI Materials and Methods). We also used established protocols (38, 39) to
combine data from multiple treatments/controls and/or data from multiple
outcomes, and thus produce a single pairwise comparison from each in-
dependent course and student population in the study (SI Materials and
Methods).

The data we analyzed came from two types of studies: (i) randomized
trials, where each student was randomly placed in a treatment; and (ii)
quasirandom designs where students self-sorted into classes, blind to the
treatment at the time of registering for the class. It is important to note that
in the quasirandom experiments, students were assigned to treatment as
a group, meaning that they are not statistically independent samples. This
leads to statistical problems: The number of independent data points in each
treatment is not equal to the number of students (40). The element of
nonindependence in quasirandom designs can cause variance calculations to
underestimate the actual variance, leading to overestimates for significance
levels and for the weight that each study is assigned (41). To correct for this
element of nonindependence in quasirandom studies, we used a cluster
adjustment calculator in Microsoft Excel based on methods developed by
Hedges (40) and implemented in several recent metaanalyses (42, 43).
Adjusting for clustering in our data required an estimate of the intraclass
correlation coefficient (ICC). None of our studies reported ICCs, however,
and to our knowledge, no studies have reported an ICC in college-level STEM
courses. Thus, to obtain an estimate for the ICC, we turned to the K–12
literature. A recent paper reviewed ICCs for academic achievement in
mathematics and reading for a national sample of K–12 students (44). We
used the mean ICC reported for mathematics (0.22) as a conservative es-
timate of the ICC in college-level STEM classrooms. Note that although the
cluster correction has a large influence on the variance for each study, it
does not influence the effect size point estimate substantially.

We computed effect sizes and conducted the metaanalysis in the Com-
prehensive Meta-Analysis software package (45). All reported P values are
two-tailed, unless noted.

We used a random effects model (46, 47) to compare effect sizes. The
random effect size model was appropriate because conditions that could
affect learning gains varied among studies in the analysis, including the (i)
type (e.g., PBL versus clickers), intensity (percentage of class time devoted to
constructivist activities), and implementation (e.g., graded or ungraded) of
active learning; (ii) student population; (iii) course level and discipline; and
(iv) type, cognitive level, and timing—relative to the active learning exercise—
of examinations or other assessments.

We calculated effect sizes as (i) the weighted standardized mean differ-
ence as Hedges’ g (48) for data on examination scores, and (ii) the log-odds
for data on failure rates. For ease of interpretation, we then converted log-
odds values to odds ratio, risk ratio, or relative risk (49).

To evaluate the influence of publication bias on the results, we assessed
funnel plots visually (50) and statistically (51), applied Duval and Tweedie’s
trim and fill method (51), and calculated fail-safe Ns (45).

Additional Results. We did not insist that assessments be identical or formally
equivalent if studies reported only data on failure rates. To evaluate the
hypothesis that differences in failure rates recorded under traditional lec-
turing and active learning were due to changes in the difficulty of exami-
nations and other course assessments, we evaluated 11 studies where failure
rate data were based on comparisons in which most or all examination
questions were identical. The average odds ratio for these 11 studies was 1.97 ±
0.36 (SE)—almost exactly the effect size calculated from the entire dataset.

Although we did not metaanalyze the data using “vote-counting”
approaches, it is informative to note that of the studies reporting statistical
tests of examination score data, 94 reported significant gains under active
learning whereas only 41 did not (Table S4A).

Additional results from the analyses on publication bias are reported in
Supporting Information.
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The Pretesting Effect: Do Unsuccessful Retrieval Attempts
Enhance Learning?

Lindsey E. Richland
University of California, Irvine

Nate Kornell
Williams College

Liche Sean Kao
University of California, Irvine

Testing previously studied information enhances long-term memory, particularly when the information
is successfully retrieved from memory. The authors examined the effect of unsuccessful retrieval
attempts on learning. Participants in 5 experiments read an essay about vision. In the test condition, they
were asked about embedded concepts before reading the passage; in the extended study condition, they
were given a longer time to read the passage. To distinguish the effects of testing from attention direction,
the authors emphasized the tested concepts in both conditions, using italics or bolded keywords or, in
Experiment 5, by presenting the questions but not asking participants to answer them before reading the
passage. Posttest performance was better in the test condition than in the extended study condition in all
experiments—a pretesting effect—even though only items that were not successfully retrieved on the
pretest were analyzed. The testing effect appears to be attributable, in part, to the role unsuccessful tests
play in enhancing future learning.

Keywords: testing, learning, memory, retrieval

Testing has become a central issue in the current U.S. political
debate concerning education. To ensure equal access to a high-
quality education, operationalized as proficiency on state academic
assessments (No Child Left Behind Act, 2001), educational re-
forms have replaced instruction—sometimes several weeks’ worth
each year—with standardized testing in an effort to monitor stu-
dents’ knowledge. These tests reduce time spent on curricula, but
serve as diagnostic tools and accountability instruments, alerting
teachers and administrators to low-performing student populations
in need of additional services or reform. The diagnostic function of
testing has merit, but there is a second benefit of testing that is
often overlooked: Testing enhances memory for the tested mate-
rial. Taking advantage of the memorial benefits of tests, and
integrating testing into the curriculum rather than as an event that

follows instruction and learning, has the potential to increase the
efficiency and utility of school testing practices if this finding were
better understood.

A survey of naive undergraduates supports the claim that tests
are viewed principally as assessments in the United States. Kornell
and Bjork (2007) asked undergraduates whether they tested them-
selves when they were studying, and if so, why. Whereas most
students did report testing themselves (91%), most stated that they
did so to “to figure out how well I have learned the information
I’m studying.” Only 18% described their testing as a learning event
(Kornell & Bjork, p. 222).

Tests as Learning Events

Research suggests that testing information that has already been
studied not only provides a measure of learners’ knowledge, tests
also become learning events in their own right. Indeed, testing has
often been shown to be more effective than further study in
encouraging retention of tested information (e.g., Bjork, 1988;
Carrier & Pashler, 1992; Gates, 1917; Glover, 1989; Hogan &
Kintsch, 1971; Izawa, 1970; McDaniel, Roediger, & McDermott,
2007; Roediger & Karpicke, 2006a, 2006b; Rothkopf, 1966; Tulv-
ing, 1967; Whitten & Bjork, 1977; for a review, see Richland,
Bjork, & Linn, 2007). Researchers studying the cognitive under-
pinnings of testing have argued that testing should be considered a
strategy for knowledge acquisition above and beyond its utility as
a measure of current knowledge.

Testing as an instrument serving larger instructional goals has
traditionally been seen to have a limitation, however: The benefits
of testing are most pronounced for test items that were answered
correctly (Butler & Roediger, 2007; Karpicke & Roediger, 2007;
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Leeming, 2002; Roediger & Karpicke, 2006a, 2006b). Generally,
items not retrieved correctly when tested see minimal, if any,
benefit of testing when compared with being allowed additional
study time (for exceptions, see Izawa, 1970; Kane & Anderson,
1978; Kornell, Hays, & Bjork, in press). Unsuccessful tests may
even have negative consequences. Proponents of errorless learning
(e.g., Guthrie, 1952; Skinner, 1958; Terrace, 1963) suggest that
failing to answer a question or answering incorrectly makes future
errors more likely. Furthermore, being measured alters knowledge
representations, and sometimes questioning can lead to memory
distortions (see Davis & Loftus, 2007; Roediger & Marsh, 2005).
Thus, testing has the potential to distort knowledge, particularly
for any items not recalled correctly.

Providing detailed feedback after a test can ameliorate some of
these challenges (e.g., Butler, Karpicke, & Roediger, 2007; Kang,
McDermott, & Roediger, 2007; Metcalfe & Kornell, 2007; Pa-
shler, Cepeda, Wixted, & Rohrer, 2005), but this type of feedback
is burdensome and often not feasible. This is particularly true in
standardized testing, when feedback is rarely individualized by
question and is often available to students and teachers only after
a substantial delay. Thus, for the lowest performing students, who
are No Child Left Behind’s foremost priority, testing—in partic-
ular, failed tests—may have little value (or worse).

Can Failed Tests Improve Future learning?

The current research posits that the benefits of testing may
extend to items that are not answered correctly on the test, and that
failure to answer test questions should not be equated with a failure
to learn. Rather, five experiments were conducted to evaluate the
impact of restructuring the testing environment to actually incur
more failed tests. Specifically, we evaluated the benefits of testing
novel science instructional content before learning. Thus, the like-
lihood of failed tests was high, but we were able to extend our
theory of testing to better understand whether trying and failing on
test questions actually improved learners’ longer term retention of
subsequently presented information.

Pretests are regularly used as assessments in pre–posttest design
studies with the expectation that they do not affect learning. There
were some reasons, however, to expect that pretesting could en-
hance learning. Many studies have demonstrated benefits of pre-
training activities such as advanced organizers (see Huntley &
Davies, 1976; Mayer, 1979), outlines (e.g., Snapp & Glover,
1990), and statements to activate learners’ prior knowledge sche-
mas (e.g., Bransford & Johnson, 1972). Test questions have also
been studied as pretraining activities, beginning with early exper-
iments on the effects of integrating adjunct questions into text
passages (e.g., Anderson & Biddle, 1975; Huntley & Davies, 1976;
Pressley, Tanenbaum, McDaniel, & Wood, 1990; Rothkopf, 1966;
Sagerman & Mayer, 1987). Adjunct questions interwoven into
texts, both before and after the target information had been pro-
vided, showed improved retention of information asked about in
the question and, less reliably, information not asked about (see
Anderson & Biddle, 1975; Mayer, 2008; Rickards, 1976).

This basic pattern has held for both direct questions with basic
text materials and more complex learning environments with
higher level questions. For example, using “deep-level-reasoning
questions” to introduce and frame interactions with an automated
tutoring system, Autotutor, can greatly affect learning (e.g., Craig,

Gholson, Ventura, Graesser, & the Tutoring Research Group,
2000; Craig, Sullins, Witherspoon, & Gholson, 2006; Gholson &
Craig, 2006). In some circumstances, integrating these questions
into instructional content can make noninteractive instruction as
effective as an interactive tutor (VanLehn et al., 2007). Related
research demonstrates that training “self-questioning” improves
critical thinking and learners’ ability to construct knowledge from
forthcoming instruction (see King, 1992, 1994).

The early studies on adjunct questions, and the more recent
studies with more inferential, higher level questions, did not at-
tempt to contrast failures at the time of testing with successes.
Rather, the most common interpretation of the questions’ effects
on later retention rested on their impact on readers’ intentional
learning behaviors. Rothkopf (1965, 1966, 1982) coined the term
mathemagenic behaviors to explain the intentional learning behav-
iors of readers that are alterable by the instructional activities they
encounter. For example, Rothkopf and Bisbicos (1967) found that
asking participants questions in which the answers were numbers
led to better retention of all numerical information in the text,
possibly because participants were able to direct their attention to
the type of information that was important to learn given the test
they would take.

Direct tests of attention, based on measures of reading time and
reaction time to a secondary task, demonstrate that people pay
greater attention to reading a text when adjunct questions are
interwoven (Reynolds & Anderson, 1982; Reynolds, Standiford, &
Anderson, 1979). A practice guide published by the Institute of
Education Sciences (an institute within the U.S. Department of
Education) reviewed recent research with a similar conclusion,
making the instructional recommendation: “We recommend . . .
using ‘prequestions’ to activate prior knowledge and focus stu-
dents’ attention on the material that will be presented in class”
(Pashler et al., 2007, p. 30).

In addition to affecting learners’ attention and intentional learn-
ing behaviors, pretesting may provide a direct impact on memory.
The cognitive benefits of testing after studying are well established
to persist even when there is no opportunity to restudy information
(e.g., Hogan & Kintsch, 1971; Roediger & Karpicke, 2006b),
which rules out the possibility that those benefits are explainable
by attention during text processing. We thus investigated whether
there was a similar cognitive benefit for pretesting above and
beyond the effect of drawing learners’ attention to testable infor-
mation.

Unlike most previous studies, Pressley et al. (1990) did distin-
guish the effects of attention direction from the effects of testing
itself using pretest questions. Their participants recalled more
when they had been asked about the passage before reading it than
when they had been presented with the same pretest questions, but
had not been asked to try to answer them, before reading the
passage (instead, participants were asked whether or not the ques-
tions were well written). Because the questions had dichotomous
answers, however, participants were frequently able to answer
correctly during the pretest.

The current experiments followed a similar study premise, but
sought to test more directly whether unsuccessful retrieval at-
tempts enhance retention of tested content beyond directing atten-
tion during study. Therefore, in the current study, the prequestions
required participants to produce nouns or descriptive statements
that they were unlikely to be able to answer on the basis of prior
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knowledge (e.g., “What is total colorblindness caused by brain
damage called?”). This allowed us to isolate and examine the
effects of unsuccessful retrieval attempts.

The questions tested knowledge for exact information presented
in the text, rather than knowledge that would require inferential or
higher level thinking. Such questions are effective (e.g., Marsh,
Roediger, Bjork, & Bjork, 2007; Rickards, 1976; Rickards &
Hatcher, 1977–1978; Watts & Anderson, 1971; Yost, Avila, &
Vexler, 1977) but could not be used in this study. They would have
prevented us from adequately controlling for the fact that test
questions draw learners’ attention to testable content. Rather, we
wanted to be able to create a no-pretest control condition in which
we could draw participants’ attention to the same information
asked about in the test questions.

Typographical cuing (e.g., underlining or bolding; for reviews,
see Glynn, Britton, & Tillman, 1985; Waller, 1991) is effective at
drawing attention to cued items, sometimes to the exclusion of
uncued items (Glynn & DiVesta, 1979). By typographically cuing
participants to the aspects of the passages that would be tested, we
expected to draw their attention to the key content that needed to
be learned. This would allow us to distinguish between the effects
of attention direction and any additional benefits of unsuccessful
retrieval attempts.

The Present Experiments

We report four experiments that examined the learning effects
of pretesting, beyond directing attention to testable information,
when the questions were answered incorrectly. Theoretically, we
sought to analyze the effects of attempting (but failing) to retrieve
or generate test answers from memory, as distinct from partici-
pants’ use of more directed search strategies while reading the text.
In a fifth experiment, we further distinguished between attempting
to retrieve answers to test questions and other deep processing of
the pretest questions.

In all experiments, participants were asked to read a scientific
text about vision in an unstructured reading situation, akin to how
a learner might study a textbook. In the first experiment, partici-
pants were either tested prior to learning or they were given
additional time to study. In Experiments 2 through 5, variations on
the same procedure were used to isolate the effect of attempting to
derive an answer to a question from the more mundane effect of
directing attention by preexposing questions. In Experiment 2, all
tested sentences were italicized in the studied text; in Experiment
3, the keyword from each tested sentence was bolded. Experiment
4 used bolded text and assessed the impact of testing versus
extended study after a 1-week delay. Experiment 5 sought to
differentiate between reading potential test questions and attempt-
ing to answer test questions before studying. Similar to Pressley et
al. (1990), we manipulated whether participants memorized the
pretest questions versus produced an answer to the same questions.

Experiment 1

We predicted that testing before study would enhance future
recall, in spite of learners’ failure to provide successful answers to
the test questions.

Method

Participants

Participants in this study were 63 undergraduates who were
given extra course credit for participating.

Materials

Study materials were selected from Sacks (1995). A two-page
text was developed on the basis of an essay about a patient with
cerebral achromatopsia (colorblindness caused by brain damage).
This text was selected because of its rich scientific content and
engaging narrative. The reading level was deemed appropriate for
undergraduates, and Sacks’s book is assigned in undergraduate
coursework. To protect against the possibility that participants had
read the passage in coursework, participants were asked whether
they had read the passage previously, in which case they would
have been excluded. None were excluded for this reason. The
length of the story was designed to ensure that participants were
not under time pressure and had time to return to sections if they
desired to do so.

Some of the text described Sacks’s patient suffering from cere-
bral achromatopsia, as in the following sample:

I am a rather successful artist just past 65 years of age. On January 2nd
of this year I was driving my car and was hit by a small truck on the
passenger side of my vehicle. When visiting the emergency room of
a local hospital, I was told I had a concussion. . . . I have visited
ophthalmologists who know nothing of this color-blind business. I
have visited neurologists, to no avail. Under hypnosis I still can’t
distinguish colors. I have been involved in all kinds of tests. You
name it. My brown dog is dark gray. Tomato juice is black. Color TV
is a hodgepodge.

Other parts of the text were selected from the more scientific
treatment of the disorder, as in the following sample:

Colorblindness, as ordinarily understood, is something one is born
with—a difficulty distinguishing red and green, or other colors, or
(extremely rarely) an inability to see any colors at all, due to defects
in color responding cells, the cones of the retina. Total colorblindness
caused by brain damage, so-called cerebral achromatopsia, though
described more than three centuries ago, remains a rare and important
condition. It has intrigued neurologists because, like all neural disso-
lutions and destructions, it can reveal to us the mechanisms of neural
construction, specifically, here, how the brain “sees” (or makes) color.
(Sacks, 1995, pp. 3–4)

Within the reading packet, 10 sentences were identified as
testable items. Test questions were constructed on the basis of
these 10 sentences. Two counterbalanced pretests were constructed
such that each contained questions about 5 of the selected sen-
tences. Questions were written as fill-in-the-blank or short free-
response items (e.g., “What is total color blindness caused by brain
damage called?” and “How does Mr. I distinguish red and green
traffic lights?”). They addressed facts presented in the text, either
general scientific facts or information about the specific patient.
See Appendix A for all questions.

A final test included all 10 of the testable items in randomized
order. Thus, for participants in the test condition, 5 of the final test
questions had been pretested during Time 1 (tested) and 5 had not
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been tested previously (untested). Questions from the two pretest
versions were always interspersed on the final test. All questions
were new for participants in the extended study condition.

Procedure

The experiment was conducted in a group setting. Participants
were randomly assigned to an extended study condition (n � 27)
or a test and study condition (n � 36). We conducted this exper-
iment in a lecture class setting, and assigned participants on the
basis of seating. The lecture space had separate seating areas and
participants were assigned on the basis of those. This was done to
ensure that each section followed the appropriate timing, but we
did not have tight control over cell size.

Learning phase. Participants in the test and study condition
were given one of the two counterbalanced pretests and allowed 2
min to answer the questions. They were instructed to provide an
answer to all five questions, regardless of whether they knew the
answer. At the end of 2 min, the pretests were collected, and
participants given the text passage and told to study it for 8 min.
They were instructed to read the passage through in its entirety at
least once.

Participants in the extended study condition were given 10 min
to study the passage—the same total time that participants in the
test and study condition spent in testing and study of the material.
They were given the same reading instructions.

Final test. The text passages were collected after the timed
study periods were completed. Participants were then immediately
administered the Time 2 test, which consisted of 10 questions. The
test was untimed to ensure that time pressure did not affect
performance.

Results

In the test and study condition, on the initial test that preceded
the presentation of the passage, participants answered 5% of the
questions correctly. Any items answered correctly on the Time 1
pretest were removed from the following analyses of Time 2 test
scores on a participant-by-participant basis. Most participants gave
an answer for all questions, often providing answers that were
incorrect yet appropriate (e.g., writing the name of a scientist in a
question referring to Isaac Newton).

An independent samples t test examined the effects of testing by
comparing mean posttest percentage correct for tested items in the
test and study condition with the overall mean score in the ex-
tended study condition. As shown in Figure 1, testing resulted in
better posttest performance (M � 75%, SE � 3.2) than did the
provision of extra time to study the same material (M � 56%,
SE � 2.7), t(61) � 4.26, p � .0001, d � 1.1.

Examining performance within the test and study condition
only, tested items (M � 75%, SE � 3.2) were recalled on the final
test significantly more often than untested items (M � 50%, SE �
3.4), t(35) � 5.03, p � .0001, d � 1.7, in spite of the fact that the
analyses excluded any items that participants recalled correctly on
the pretest. The benefit of testing did not spread to untested items,
but neither did it hurt. There was not a significant difference
between accuracy on the untested items in the test and study
condition and in the extended study condition, t(61) � 1.3,
p � .20.

Discussion

Experiment 1 revealed that failed tests can enhance learning for
educational content. Although participants largely failed on the
initial test (answering 95% of the questions incorrectly), the effect
of those failures was to increase retention of studied content when
compared with an extended opportunity to study the materials
without being pretested.

The explanation for the benefit of unsuccessful tests is not yet
clear. One possibility is that the test directed learners’ attention to
the key, testable points in the passage. Alternatively, attempting to
retrieve an answer to the test problem may have provided an
additional benefit above and beyond the impact of attention direc-
tion. Experiment 2 used the same procedure as Experiment 1, but
all testable sentences were italicized to equalize participants’ at-
tention to key concepts in the text. We reasoned that under such
conditions, allocation of attention would not differ meaningfully
between conditions; therefore, differences in learning would be
attributable to the impact of retrieval attempts during the pretest.

Experiment 2

We predicted that pretesting followed by study would enhance
future recall more than the provision of extended time to study an
instructional text, even when differences in attention direction
were minimized by italicizing key sentences in the text in both
conditions.

Method

Participants

The participants were 61 undergraduates (mean age � 21 years,
44 women and 17 men) who were given extra course credit for
participating. Participants were sampled from an upper division
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Figure 1. Experiment 1: Performance on a final test across conditions
when studying an unmarked text.
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psychology course on human stress. Data from 2 participants were
excluded from analyses because of a failure to respond to final test
questions.

Materials

The study materials were the same text and testable sentences as
used in Experiment 1. The key difference was that within the
reading packets, the 10 testable sentences were italicized. Italiciz-
ing was considered a way to ensure that all participants were
equally alerted to what was deemed to be important information in
the same way that many textbooks emphasize key elements of a
chapter. Participants in both conditions read the same italicized
text. For example, see the following text paragraph:

The history of our knowledge about the brain’s ability to represent
color has followed a complex and zigzag course. Newton, in his
famous prism experiment in 1666, showed that white light was com-
posite—could be decomposed into, and recomposed by, all the colors
of the spectrum. The rays that were bent most (“the most refrangible”)
were seen as violet, the least refrangible as red, with the rest of the
spectrum in between. (Sacks, 1995, p. 18)

Procedure

The procedure was exactly the same as the procedure in Exper-
iment 1. Participants were tested in a group setting and were
randomly assigned to the extended study condition (n � 26) or to
the test and study condition (n � 33). Participants were not given
any specific instruction regarding the text italics.

Results

In the test and study condition, participants answered 22% of
questions on the initial pretest correctly. Correct answers were
distributed across test problems. The population of participants in
this experiment seems to have had a higher level of relevant
background knowledge on pretest items than in Experiment 1,
perhaps because they were sampled from a higher level psychol-
ogy course, but as in Experiment 1, any items answered correctly
at Time 1 were removed from the following analyses on a
participant-by-participant basis. If anything, this led to inflation in
participants’ scores in the untested conditions, counter to our
hypothesis.

The data revealed benefits for testing over the provision of extra
time for studying the same material. As Figure 2 shows, recall of
tested and italicized items in the test and study condition (M �
71%, SE � 5.6) was significantly greater than recall of italicized-
only items in the extended study condition (M � 54%, SE � 3.7),
t(57) � 2.3, p � .022, d � 0.61.

Examining performance within the test and study condition,
tested items were recalled on the final test (M � 71%, SE � 5.6)
significantly more often than untested, italicized-only items (M �
53%, SE � 4.3), t(32) � 3.27, p � .003, d � 0.63, in spite of the
fact that the analyses excluded items that participants recalled
correctly on the pretest. Testing did not appear to negatively affect
the untested items; there was not a significant difference between
accuracy on the italicized-only items in the test and study condi-
tion and the italicized-only items in the extended study condition,
t(57) � 0.15, p � .88.

Discussion

The results of Experiment 2 replicated the results from Exper-
iment 1, and again suggest that the testing effect can and should be
extended to failed tests. Testing items created more potent learning
opportunities than extended study of the same items, even when
the key information in both conditions was italicized, equalizing
attention direction. Thus, testing appears to provide a unique
benefit above and beyond directing learners’ attention to content
that has a high probability of being tested later.

In textbooks, italicized sentences are less common than bolded
keywords, which are ubiquitous. It remains possible that partici-
pants in Experiment 2 were unfamiliar with the meaning of italics
within text, and thus differences in attention were not minimized.
To rule out that possibility, Experiment 3 used the same procedure
as Experiment 2, but bolded keywords were used instead of ital-
icized sentences because we expected that bolding might act as a
stronger (and more realistic) attention prompt. Experiment 3 thus
examined the impact of testing when compared with extended
opportunities to study text in which the key test items were bolded.

Experiment 3

We predicted, similar to Experiment 2, that testing before read-
ing would enhance future recall above and beyond the impact of
extended study time. Instead of presenting key sentences in italics,
keywords were presented in bold.

Method

Participants

Participants in this study were 64 undergraduates (44 women, 17
men, 3 unstated) who were given extra credit in their courses for
participating. Participants’ average age was 22 years.
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Materials

The test materials were exactly the same as those used in
Experiments 1 and 2. The study materials were exactly the same as
those used in Experiments 1 and 2, with the exception of the
treatment of the 10 testable sentences. Within the reading packet,
one word was bolded from each of the sentences that had been
italicized and tested in Experiment 2. The bolded word was the
answer to the fill-in-the-blank or short-answer questions used in
the tests. An example of a paragraph with bolded words follows:

Colorblindness, as ordinarily understood, is something one is born
with—a difficulty distinguishing red and green, or other colors, or
(extremely rarely) an inability to see any colors at all, due to defects
in color responding cells, the cones of the retina. Total color blindness
caused by brain damage, so-called cerebral achromatopsia, though
described more than three centuries ago, remains a rare and important
condition. (Sacks, 1995, pp. 3–4)

Procedure

The procedure was exactly the same as the procedure in Exper-
iments 1 and 2. The experiment was conduced in a group setting.
Participants were randomly assigned to the extended study condi-
tion (n � 33) or the test and study condition (n � 31). No specific
instructions were given regarding the bolded text.

Results

In the test and study condition, on the initial test that preceded
the presentation of the passage, participants answered 21% of the
questions correctly. Two pretest items about vision were answered
correctly at unexpectedly high rates, something that had not oc-
curred in the previous experiments, so these questions were re-
moved from all further analyses of posttest data for this experiment
in both conditions. Excluding those questions led to a pretest
average performance level of 11%. Any other items answered
correctly at Time 1 were removed from the following analyses on
a participant-by-participant basis.

As shown in Figure 3, tested and bolded items in the test and
study condition were recalled significantly more often on the final
test (M � 82%, SE � 3.8) than were bolded-only items in the
extended study condition (M � 64%, SE � 4.0), t(62) � 3.3, p �
.002, d � 0.84, revealing a benefit for testing over extra time spent
studying the same material. Even when keywords were bolded in
both conditions, pretesting led to higher retention of bolded and
tested items than did extended study.

Within the test and study condition, there was a numerical
advantage for tested and bolded items (M � 82%, SE � 3.8) over
items that were bolded but not tested (M � 77%, SE � 3.0), but
unlike in Experiments 1 and 2, the difference was not significant,
t(30) � 1.4, p � .17. This lack of difference may indicate that even
untested items benefited from testing. Indeed, untested items in the
test and study condition were recalled at a higher rate than items in
the extended study condition, a difference that approached signif-
icance, t(62) � 1.9, p � .062, d � 0.48. Although this finding was
not reliable across all studies reported herein, it is consistent with
the early arguments that testing before learning affects readers’
intentional learning practices. At minimum, these data suggest that

testing did not hurt recall of untested items when keywords were
bolded.

Discussion

Experiment 3 demonstrated that unsuccessful tests can enhance
learning for new educational content, replicating and extending the
findings from Experiments 1 and 2. Testing items before learning
was a more potent learning opportunity than the provision of
extended study time, even when keywords were bolded in the text
and only items that participants failed to answer on the initial test
were included in the analyses. Once again, these results suggest
that testing provides a unique benefit above and beyond serving to
direct learners’ attention to materials that might be tested at a later
point. The results of Experiment 3 also suggest that testing some
items may additionally benefit learning for untested items.

Experiment 4

In the first three experiments, the effects of pretesting were
measured on an immediate test. Previous research has shown, in
the context of successful tests, that the size of the testing effect
grows as the delay between study and a final memory test in-
creases because tested items are forgotten more slowly than items
that have not been tested (Hogan & Kintsch, 1971; Roediger &
Karpicke, 2006b). In Experiment 4, to investigate the effect of
delaying the final test for items that have been tested unsuccess-
fully, we examined learning after a 1-week delay. Doing so was
also a way to connect the findings with the goals of education,
which involve improving long-term learning. There was also a
second change to Experiment 4. To better distinguish between the
effects of bolding and testing, we manipulated bolding within
subjects. Testing versus extended study remained a between-
subjects manipulation.

We predicted that the results would be similar to the results of
the previous experiments—that is, that final test performance at a
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delay would be higher for items that were pretested in the test and
study condition than for items that were bolded in the extended
study condition, even if the retrieval attempts on the pretest were
unsuccessful. We also predicted that bolding would benefit reten-
tion relative to nonbolded items in the extended study condition,
but that testing would be more advantageous than bolding.

Method

Participants

Participants in this study were 158 undergraduates (137 women,
15 men, 6 not stated; mean age � 20 years) who were given extra
course credit for participating.

Materials

The study materials were exactly the same as those used in
Experiment 3 with one exception: Rather than emphasizing all 10
key concepts, as in Experiments 2 and 3, only 5 items were bolded.
In the test and study condition, the 5 items tested on the Time 1
pretest were the same items that were bolded. In the extended
study condition, 5 corresponding items were selected to be bolded.
These were matched to the items tested in the counterbalanced test
conditions. Thus, for a given participant, of the 10 items tested on
the posttest, 5 had been emphasized during initial study (by being
bolded in the extended study condition, or by being tested and
bolded in the test and study condition), and 5 items had not. Tested
and bolded items were counterbalanced across participants. This
manipulation allowed us to make separate estimates of the effects
of bolding and the effects of testing.

In addition, two questions that had received relatively high
accuracy rates on the pretest were rewritten. See Appendix B for
replacement questions.

Procedure

The learning phase of the experiment was identical to the
learning phase of Experiments 1–3, except that, to control the
timing of the final test, participants were tested individually. After
completing the first session, participants were asked to return 1
week later at the same time of day. When they returned, the final
test was administered. The test procedure was the same as the tests
in the previous experiments. Participants were randomly assigned
to the extended study condition (n � 79) or the test and study
condition (n � 79).

Results

In the test and study condition, on the initial test that preceded
the presentation of the passage, participants answered 10% of the
questions correctly. Items answered correctly on the pretest were
removed from the analyses on a participant-by-participant basis.

The data were analyzed differently from those in Experiments
1–3 because posttest performance for both conditions could be
separated into bolded and nonbolded items. Thus, there was a
within-subjects manipulation of bolding and a between-subjects
manipulation of testing. Because testing and bolding were manip-
ulated together in the test condition (items were tested and bolded
or untested and unbolded), this is not a full factorial design and

effects were analyzed using one-tailed t tests. The effects of testing
were examined by holding bolding constant between the testing
and extended study conditions (bolded and tested vs. bolded). The
effects of bolding were studied in the extended study condition
(bolded vs. unbolded).

The results are displayed in Figure 4. There was a significant
pretesting effect: Bolded and tested items in the test and study
condition were recalled better (M � 55%, SE � 2.0) than bolded-
only items presented for longer study time in the extended study
condition (M � 45%, SE � 3.0), t(156) � 2.8, p � .0025, d �
0.45. When the test and study condition was examined separately,
tested and bolded items were recalled at a distinctly higher rate
(M � 55%, SE � 0.30) than untested and unbolded items (M �
42%, SE � 3.0), t(78) � 3.3, p � .001, d � 0.75. There was also
a smaller difference between bolded items and unbolded when the
extended study condition was examined separately, t(78) � 1.9,
p � .04, d � 0.43 (M � 45%, SE � 2.2, and M � 39%, SE � 2.6,
respectively), revealing that bolding was an effective typographi-
cal tool for directing attention. There were no significant differ-
ences between the test and study condition and the extended study
condition on untested and unbolded items, t(156) � 0.58, p � .28
(M � 42%, SE � 3.0, and M � 39%, SE � 3.0, respectively).

Discussion

Experiment 4 demonstrated that failed tests can affect learning
for educational content even after a 1-week delay, extending the
findings from Experiments 1–3. Once again, the results suggest
that testing provides a unique benefit above and beyond serving to
direct learners’ attention to materials that might be tested at a later
point. Indeed, directing attention by bolding items provided a
minimal benefit in the extended study condition, whereas bolding
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accompanied by testing significantly enhanced learning in the test
and study condition.

Although previous results have shown that testing effects some-
time increase as the delay between study and final test increases
(e.g., Roediger & Karpicke, 2006a), the sizes of the effects in
Experiment 4 were comparable to the sizes of the effects in
Experiment 3. This finding suggests that, unlike successful tests,
unsuccessful tests may not slow the rate of forgetting, although
further evidence would be needed to support that hypothesis.

Experiment 5

In Experiment 5, we investigated why unsuccessful tests en-
hance learning. Specifically, we sought to determine whether the
pretesting effects that we had identified could be attributed to
attempting (albeit unsuccessfully) to answer test questions versus
simply seeing potential test questions before beginning to study.
Providing test questions, even if participants do not have to answer
them, could have similar results to pretesting, and thus explain the
pretesting effects in Experiments 1–4 without reference to the
direct benefits of tests. Two explanations for those results could
include that (a) test questions may provide an organizational
framework that indirectly affects retention by guiding future learn-
ing, and (b) allowing participants to read test questions may induce
deep processing more effectively than does merely reading the
passage.

Providing potential posttest questions to readers before reading
the passage may serve as a guide for readers’ interactions with the
forthcoming text, either as an organizational framework to better
structure causal structure and knowledge interpretations (e.g.,
Craig et al., 2000; Pashler et al., 2007) or by affecting learners’
looking behaviors (Rothkopf, 1965, 1982). If this is the case,
simply reading the questions before studying may be as effective
as attempting to answer them—perhaps more so if answering
questions incorrectly leads to retention for those incorrect answers
(Marsh et al., 2007; Roediger & Marsh, 2005).

Alternatively, the levels of processing theory have been posed to
explain the benefits of testing in general and may apply to both
successful and unsuccessful tests. For example, Kane and Ander-
son (1978) found that asking participants to fill in the last word in
a sentence helped them remember the correct last word, even when
most of the words the participants filled in were incorrect. These
authors hypothesized that testing resulted in a deeper level of
processing than simply reading, which served to organize sentence
information in participants’ minds and make it recallable on a later
test.

Ghatala (1981) provided further support for the notion that
testing benefits learners mainly because it induces deep process-
ing. Participants were asked to fill in the missing last word of a
sentence; unlike Kane and Anderson’s (1978) materials, the miss-
ing word was obvious and participants usually retrieved it success-
fully. Ghatala compared the retrieval condition to a condition in
which participants did not retrieve, but were asked to do a task that
induced deep processing. Ghatala found that “the operations in-
volved in generating information from semantic memory have no
special mnemonic value beyond inducing optimal processing of
the material” (p. 443). For questions in which the missing word
was obvious, retrieving the key word was no better than other deep
processing of the sentence.

It is interesting that a follow-up study indicated that testing
might produce an additional benefit over deep processing when the
missing word was not obvious (Ghatala, 1983). Ghatala interpreted
these combined results as suggesting that attempting to retrieve did
not by itself provide a direct mnemonic advantage, but could
indirectly improve learning by strengthening memory for the sen-
tence’s organizational structure. This echoes the benefits of pro-
viding “prequestions” or other advanced learning techniques to
organize forthcoming knowledge.

For a different interpretation, one may consider the Pressley et
al. (1990) findings, reviewed above, which showed benefits of
pretesting greater than the benefits of viewing test questions before
learning. When taken together with the Ghatala (1983) data, these
findings suggest that failed tests may affect retention both directly
and indirectly.

Experiment 5 investigated whether the benefits of unsuccessful
tests result from the active attempt to recall key information from
memory versus simply more active processing of the test sentence
as an organizational structure. We compared the two conditions
from the previous four experiments (i.e., extended study and test
and study), as well as a third condition. In the third condition—the
question learning condition—participants were asked, before read-
ing the passage, to memorize the test questions without attempting
to answer them (similar to the procedure used by Pressley et al.,
1990). We expected that trying to memorize the questions would
induce a relatively deep level of processing as participants focused
on integrating the semantic structure of test sentences. Thus, any
advantage of processing the test questions as organizational struc-
tures should be comparable across the two prequestion conditions.

This procedure led to two conflicting predictions. On the basis
of Ghatala’s (1981, 1983) results and interpretation, we anticipated
that testing and question learning might have equivalent effects
because both induce deep processing and support learning for test
sentences as organizational structures. On the basis of the hypoth-
esis that attempting to retrieve is more effective than deep pro-
cessing alone, however, and in agreement with Pressley et al.
(1990), we predicted that pretesting would lead to higher retention
rates than would attempting to memorize and reproduce test ques-
tions without answering them.

Method

Participants

The participants in Experiment 5 were 76 undergraduates (64
women, 12 men), with an average age of 20 years, who were given
extra credit in their courses for participating. An additional 3
participants were excluded from the analyses for failing to com-
plete the posttest, and 2 were excluded for prior knowledge of the
tested passage.

Materials

The study materials were similar to those used in Experiment 4;
for any given participant, half of the key concepts in the text were
emphasized. We returned to italicizing multiple words (as in
Experiment 2) rather than bolding single words (as in Experiments
3 and 4) because doing so provides more information to the learner
about exactly what information to focus on. Italicizing might also
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be an effective way to focus participants’ attention because of its
novelty. Instead of italicizing whole sentences, as in Experiment 2,
we italicized key phrases within the sentences to make the direc-
tion of attention more precise (e.g., “Total color blindness caused
by brain damage, so-called cerebral achromatopsia, though de-
scribed more than three centuries ago, remains a rare and important
condition”).

The test questions used in the pre- and posttests were modified
versions of the tests used in Experiments 3 and 4. Because partic-
ipants would be memorizing the questions, we wanted to minimize
difference in form, length, and number of untested facts included
in the question text. All questions were rewritten to fill-in-the-
blank format and longer questions were simplified and shortened.
See Appendix C for modified questions.

Procedure

The procedure was the same as Experiments 1, 2, and 3, except
that there was a third between-participants condition, in which a
new set of instructions was given during the Time 1 pretest.
Participants were tested individually and were randomly assigned
to one of three conditions: extended study (n � 26), test and study
(n � 24), and question learning and study (n � 26).

The procedures for the extended study and test and study con-
ditions were the same as Experiments 1–4. In the question learning
and study condition, participants were given the same counterbal-
anced Time 1 tests as were used in the test and study condition.
Instead of being asked to answer the questions, however, partici-
pants were asked to memorize the test questions because, they
were told, they would be testing another person on the questions.
They were asked to pay careful attention to where the blank fell in
the question. This instruction was intended to support the students
in learning the question without filling in an answer. After 2 min
of studying the questions, participants were given a blank sheet of
paper and asked to write down the questions. They were again
cautioned to make sure to leave a blank in the correct spot. This
procedure step provided an additional level of processing the
question.

Results

In the test and study condition, on the initial test that preceded
the presentation of the passage, participants answered 6% of the
questions correctly. All items answered correctly on the initial test
were removed from analyses of posttest performance.

The results are shown in Figure 5. One-tailed planned compar-
isons first examined the hypothesis that participants in the test and
study condition would outperform participants in the question
learning and study and extended study conditions on ability to
answer posttest questions on italicized keywords. The test and
study condition outperformed the question learning and study
condition, t(48) � 2.04, p � .02, d � 0.59, which in turn outper-
formed the extended study condition, t(50) � 2.02, p � .02, d �
0.57 (test and study: M � 90%, SE � 3.8; question learning: M �
78%, SE � 4.2; extended study: M � 63%, SE � 5.9). As
expected, the largest difference was between the test and study
condition and the extended study condition, t(48) � 3.7, p � .001,
d � 1.1.

To examine any related differences on untested items, a one-
way analysis of variance compared performance across conditions
on items that were neither tested nor italicized. There were no
differences between conditions on these items, F(1, 73) � 0.31,
MSE � 0.096, p � .74.

Discussion

The results of Experiment 5 extend findings from the previous
experiments demonstrating the benefit of attempting to retrieve a
response to a question, even when the attempt is unsuccessful.
Attempting to answer a prequestion was significantly more effec-
tive than reading the same question and attempting to memorize it
without making an attempt to retrieve the answer. It is even
possible that the benefits of the question learning and study con-
dition were attributable to participants attempting to answer some
of the questions despite being asked not to—in essence, to the
benefit of testing. These data suggest that the benefits of testing
extend beyond the benefits of engaging in deep processing. Most
important, the data support the hypothesis that unsuccessful tests
are useful because of their role as tests, apart from the role
prequestions may play in encouraging deep processing or support-
ing organization of forthcoming knowledge.

General Discussion

Previous research has demonstrated the memory benefits of
successfully answering test questions. The five experiments re-
ported herein provide evidence for the power of tests as learning
events even when the tests are unsuccessful. Participants benefited
from being tested before studying a passage—a pretesting effect—
although they did not answer the test questions correctly on the
initial test, as compared with being allowed additional study time.
Furthermore, the benefits of pretests persisted after a 1-week
delay. Tests can direct participants’ attention to the important
information, but such attention direction cannot explain the current
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findings because the important information was highlighted in all
conditions using italics or bolding in Experiments 2–5. Moreover,
participants in Experiment 5 learned more after unsuccessfully
attempting to answer test questions than they did after attempting
to memorize, but not answer, the same questions. These data imply
that testing has advantages that exceed the benefits prequestions
may have in supporting the organization of knowledge structures
or in giving rise to deep processing (see also Kornell et al., in
press).

There was little cost to testing; it did not require the provision of
additional time on task, and nontested items were not adversely
affected when other items were tested in the test condition. The
effects on untested items varied between experiments, showing a
positive effect of testing in Experiment 3 but no significant dif-
ferences across the other studies. These data do not seem to reveal
a systematic pattern, but the important point is that, on the basis of
the present findings, pretesting did not seriously impair retention
of untested items, as it has been posited to do previously (see
Frase, 1968, 1970; Pashler et al., 2007). We tentatively conclude
that pretesting can be employed without significant risk to untested
items.

Theoretical Implications of Unsuccessful Tests

The present findings suggest that the testing effect—that is, the
finding that more learning occurs during testing than when infor-
mation is presented without a test—is not solely a result of the
benefits of successful attempts to retrieve information from mem-
ory. Successful tests may play a powerful role in enhancing mem-
ory, but attempting to retrieve information, by itself, enhances
future learning.

From a cognitive perspective, there are a number of reasons why
unsuccessful tests might enhance future learning. One reason is
that retrieval strengthens retrieval routes between the question and
the correct answer (e.g., Bjork, 1975, 1988; McDaniel & Masson,
1985). Participants frequently generated appropriate but incorrect
answers, which might seem more likely to strengthen dead ends
than retrieval routes; however, the function of a failed retrieval
attempt may be to weaken or suppress errors, rather than to
strengthen them (e.g., Carrier & Pashler, 1992). Alternatively,
retrieving appropriate content potentially could have strengthened
retrieval pathways to related content, identifying a need for addi-
tional information, thus strengthening the route even before the
content was provided.

A second potential reason for the benefits of unsuccessful tests
is that they can encourage deep processing of the question in a way
that merely reading the question does not (Bjork, 1975; Carpenter
& DeLosh, 2005; Ghatala, 1981, 1983; Kane & Anderson, 1978).
To retrieve an appropriate answer to a question, a learner may
attempt to imagine or creatively search for potential solutions. For
example, even if a learner cannot think of the correct answer to a
question such as “How does Mr. I distinguish red and green traffic
lights?” the question may prompt the learner to picture a traffic
light, think about approaching a traffic light while driving, con-
sider what color blindness is like, what sorts of mishaps one might
encounter, and so on. Even when these thoughts do not produce a
correct answer, they may create a fertile ground for later encoding
of the answer when it is eventually provided, and therefore may
produce benefits similar to the effects of deep processing of the

answer (e.g., Craik & Lockhart, 1972). Under some circumstances,
an unsuccessful retrieval attempt might, by this logic, even result
in more learning than a fast, successful retrieval attempt.

We examined the effects of deep processing of the question, in
Experiment 5, by presenting participants with pretest questions,
but asking them either to try to answer the question or to try to
memorize the question. Both instructions were designed to induce
deep processing of the semantic meaning of the question. Ghatala
(1981) posited that, at least with respect to successful tests, the
testing effect was attributable to the benefits of deep processing
and internalizing the organizational structure of sentences. The
present results suggest that testing was more beneficial than deep
processing of the sentence. If participants in the test and study
condition in Experiment 5 engaged in the type of thought pro-
cesses described above (e.g., thought about approaching a traffic
light while driving or other information outside of the strict con-
fines of the question), however, testing may have resulted in
deeper, more complex levels of processing than question memo-
rization.

Thus, the nature of the processing learners perform during a
prelearning activity may be more crucial than the amount of
processing performed. Carpenter and DeLosh (2005) found, for
tests administered after learning and before a final knowledge
assessment, that the degree of elaborative processing required
during testing was predictive of final test performance, regardless
of the final test format. Free-response tests, which require the most
elaborative processing, led to the highest overall retention,
whereas recognition and cued recall produced smaller benefits.
Similarly, in Experiment 5, attempting to retrieve an answer to the
pretest questions could have produced qualitatively more elabora-
tive processing than attempting to learn the test question as an
organizational structure, even if the amount of processing in the
two conditions was similar.

Applications to Educational Practice

Even if tests are not answered successfully, they have the
potential to improve future learning, as measured by both imme-
diate and delayed performance measures. This finding suggests
that using tests as learning events in educational settings could
have lasting benefits for learners’ content acquisition, and that tests
should be considered a potent learning opportunity, rather than
simply as an assessment measure.

According to Bransford and Schwartz (1999), the quality and
cognitive impact of a learning event can be measured, in part, by
the impact of the learning event on future knowledge acquisition.
Bransford and Schwartz emphasize the importance of “preparation
for future learning” (p. 8) as a measure of transfer. The current
experiments show that one way to prepare learners for future
knowledge acquisition is to ask them to answer test questions
before studying, even if they are unsuccessful in their attempts.

Although feedback on tests is known to aid learning (e.g., Kang
et al., 2007), our data suggest that instruction following testing
need not be individualized to learner errors. Rather, instruction that
appropriately draws attention to key content may build on the
previous cognitive acts performed when attempting to answer a
test question. This implies that standardized tests, or other test
situations where it is difficult to provide timely item-by-item
feedback, could still provide learning benefits for successful and
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unsuccessful test takers, as long as those test takers are given an
opportunity to learn the information on which they were previ-
ously tested. Such a goal, however, would rely on close alignment
between the test and subsequent learning opportunities. Standard-
ized tests are not yet so closely aligned with curriculum, although
such alignment could potentially enhance the usefulness of both
the testing and the instruction that followed it.

At a practical level, pretests could be relatively feasible to
implement in classrooms. Although research is necessary to clarify
whether the same benefits apply across diverse texts and question
types, many teachers already do some pretesting, and teachers
could fairly easily make use of test bank or end-of-chapter ques-
tions that textbooks almost universally provide. Textbook ques-
tions often correspond to bolded keywords in the text, leading to
similarities to the current experimental manipulations. As one
usage that would be quite similar to the current experiments,
pretests might help teachers ensure that students memorized key
basic facts for a unit, freeing them to spend more subsequent time
on more conceptual and inferential reasoning.

The reconceptualization of pretests as learning events might
even aid teachers in optimizing formative assessments, that is,
informal assessments that are integrated into daily classroom prac-
tice. Although formative assessments are used widely to measure
learning, sometimes at the beginning of a unit before instruction,
they are less often directed toward directly improving student
learning (Black & William, 1998). These embedded assessments
are usually intended to allow teachers to better modulate their
instruction to meet students’ knowledge levels, but they might also
serve as potent learning tools in their own right. One could imagine
direct empirical tests of this speculation that would mirror the
current experiments, but in a dynamic, interactive classroom set-
ting.

Profiting From Standardized Testing

Standardized testing is a more formal mode of assessment that
plays an increasingly large role in classroom time. On the basis of
the current No Child Left Behind Act, students are tested on their
attainment of established curriculum standards for 2 weeks or
more each year in many states, and that number is increasing as
more districts seek to align with political pressures for assessment.
Teachers and administrators alike describe these testing days as
outside of instruction and as reducing an already affected curric-
ulum schedule. Failed tests are viewed as indicating a lack of
student progress and as a particularly egregious waste of needy
students’ time (e.g., Garrison, Jeung, & Inclán-Rodrı́quez, 2006;
Hursh, 2007; Mathison & Freeman, 2003).

The current research lays the foundation for arguing that these
testing days might be profitably integrated into the curriculum, and
could actually facilitate subsequent learning for the unsuccessfully
retrieved content. It is crucial, however, that after a test students be
provided with an opportunity to restudy the tested material; a test
that is not followed by instruction or feedback is likely to be of
little use for items that were not answered correctly on the test. A
recent study of standardized testing without aligned instruction
suggests the same. When undergraduates and high school students
were tested on retired SAT II questions without feedback, the tests
led to an increase in posttest recall for participants who scored
fairly well on the initial test, but led to no change in lower

performing undergraduates and costs for high school students
(Marsh, Agarwal, & Roediger, in press). Thus, in the absence of
feedback or posttest learning opportunities, standardized testing
may well be more problematic for lower performing students than
higher performing students.

Reconsideration of these tests as learning events as well as
assessments could have far-reaching implications for those re-
forms and interrelations with curriculum decisions. The alignment
between tests and instruction has been the subject of substantial
reform on the instructional side to ensure that instruction aligns
with tested standards (e.g., see Amrein & Berliner, 2002; Herman
& Golan, 1993; Stecher et al., 2008). Much less discussion has
turned to tests’ potential to directly affect students’ learning and
retention. Addressing this issue would require greater integration
between testing and instruction, and such a shift could potentially
address a common concern with high-stakes testing, namely, that
the tests do not currently assess important aspects of the curricu-
lum, thus reducing instructional depth.

Finally, another potential advantage of integrating standardized
testing with instruction is self-regulatory and motivational, even in
instances of failures. Although this was not the focus of the current
analyses, “constructive failures” on test items may motivate learn-
ers and assist self-regulatory processes, such that learners become
aware of what they do not currently know (e.g., Boekaerts, Pin-
trich, & Zeidner, 2000; McCaslin, 2006; Paris & Winograd, 1990;
Paris, Byrnes, & Paris, 2001). Emphasizing the role of tests as
learning events rather than as performance assessments may alle-
viate some of the pressure, and accompanying anxiety, that tests
create for students when viewed solely as ultimate performance
measures. In addition, reorienting to tests as learning tools could
facilitate learners’ ability to use them as prompts for deliberate
practice as described by Ericsson, Krampe, and Tesch-Römer
(1993).

Limitations and Future Directions

The present studies are merely a first step in demonstrating the
benefits of unsuccessful tests for future learning and, we hope, in
encouraging educators and policymakers to consider the benefits
of tests as learning events. In spite of the relatively clear results,
several aspects of this study limit the breadth of interpretation for
educational practice, and more must be done to establish the
practical utility of this work. First, the current analyses exclusively
focused on posttest scores for items that were answered incorrectly
on a pretest. This allowed us to directly examine the impact of
attempting yet failing to answer pretest questions, but may have
underestimated the overall effects of testing. The extended study
condition never had items removed, so these participants may have
answered a small number of the posttest questions correctly re-
gardless of their learning from the study materials. Future exper-
iments should be conducted to develop a more precise measure of
the effect size for providing pretest questions.

Second, future studies are necessary to ensure that the results
generalize across diverse texts and are not tied to some particulars
of the current experimental text. Third, we tested only fact-based
questions; extending this research to additional types of questions
would be useful in future studies. Fourth, the experimental mate-
rials were not embedded into participants’ educational curricula
more broadly, so there may be various differences in the way
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participants engaged with the content, although we would antici-
pate that the cognitive underpinnings of testing and retrieval would
remain constant.

Finally, before long-term gains can be made through changes to
school practices, bridging studies must be conducted to better
understand the relevant teacher-, school-, and district-level en-
gagement with standardized and unit-level tests. The challenge is
not only dissemination, but also of determining (a) how to effec-
tively reframe testing as learning during everyday educational
practice, and (b) whether modifying the well-established orienta-
tion to testing as a performance measure would lead to student
gains. In short, the current results suggest that testing may have
broad potential to directly enhance learning, whether or not the
tests are successful, but, as with any finding in cognitive psychol-
ogy, further research is necessary to demonstrate that such testing
will effectively translate into classroom settings.

Conclusion

When a learner makes an unsuccessful attempt to answer a
question, both learners and educators often view the test as a
failure, and assume that poor test performance is a signal that
learning is not progressing. Thus, compared with presenting infor-
mation to students, which is not associated with poor performance,
tests can seem counterproductive. Tests are rarely thought of as
learning events (Kornell & Bjork, 2007), and most educators
would probably assume that giving students a test on material
before they had learned it would have little impact on student
learning beyond providing teachers with insight into their students’
knowledge base. In terms of long-term learning, however, unsuc-
cessful tests fall into the same category as a number of other
effective learning phenomena (e.g., the spacing effect; see Demp-
ster, 1988): Providing challenges for learners leads to low initial
test performance, thereby alienating learners and educators, while
simultaneously enhancing long-term learning (Bjork, 1994;
Schmidt & Bjork, 1992). The current research suggests that tests
can be valuable learning events, even if learners cannot answer test
questions correctly, as long as the tested material has educational
value and is followed by instruction that provides answers to the
tested questions.
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Appendix A

Full List of Test Questions

1. What color is tomato juice to Mr. I?°^
2. How does Mr. I distinguish red and green traffic lights?�

3. It had been shown in the 1960s that there were cells in the
primary visual cortex of monkeys (in the area termed V1)
that responded specifically to___________, but not to
color.°

4. V4 specializes for responding to __________.
5. ______________, in his famous prism experiment in

1666, showed that while light was composite— could be
decomposed into, and recomposed by, all the colors of
the spectrum.°

6. __________ __________, in 1802, feeling that there was no
need to have an infinity of different receptors in the eye,

each turned to a different wavelength postulated that 3 types
of receptors would be enough.

7. What is total color blindness caused by brain damage called?°
8. Total color blindness caused by brain damage can reveal to

us the mechanisms of _________ construction, specifically,
here, how the brain “sees” (or makes) color.�

9. Color blindness, as ordinarily understood is something one is
born with—a difficulty distinguishing red and green, or other
colors, or (extremely rarely) an inability to see any colors at all,
due to defects in color responding cells, the ___________ of
the retina.°

10. When given a large mass of yarns, containing 33 separate
colors, how did he sort them?°

Appendix B

Replacement Items for Experiment 4

11. How does Mr. I distinguish flowers?° 12. Why was Mr. I stopped by the police when he decided to go
to work again after the accident?°
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Appendix C

Rewritten Items for Experiment 5

13. Tomato juice appears _________________ to Mr. I.
14. There are cells in the primary visual cortex of monkeys that

respond specifically to__________________, but not to
color.

15. Total color blindness caused by brain damage is called
_________________.

16. ______________ showed that white light was composite.
17. Color blindness, as ordinarily understood, is something one

is __________________, rather than acquired later.
18. When given a large mass of yarns, containing 33 separate

colors, Mr. I separated them by _________________.

19. Mr. I distinguishes flowers by _________________.
20. Mr. I was _________________ when he decided to go to

work again after the accident.
�Replaced for Experiments 3–5.
°Rewritten into standardized form for Experiment 5.
^Question numbering is for clarity and was not fixed in this

order.
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Watson, PhD, Gordon M. Burghardt, PhD, Brent S. Mallinckrodt, PhD, Glyn W. Humphreys, PhD,
Charles M. Judd, PhD, Danny Wedding, PhD, and Timothy R. Elliott, PhD, respectively, are the
incumbent editors.

Candidates should be members of APA and should be available to start receiving manuscripts in
early 2011 to prepare for issues published in 2012. Please note that the P&C Board encourages
participation by members of underrepresented groups in the publication process and would partic-
ularly welcome such nominees. Self-nominations are also encouraged.

Search chairs have been appointed as follows:

● Experimental and Clinical Psychopharmacology, William Howell, PhD
● Journal of Abnormal Psychology, Norman Abeles, PhD
● Journal of Comparative Psychology, John Disterhoft, PhD
● Journal of Counseling Psychology, Neil Schmitt, PhD
● Journal of Experimental Psychology: Human Perception and Performance,

Leah Light, PhD
● Journal of Personality and Social Psychology: Attitudes and Social Cognition,

Jennifer Crocker, PhD
● PsycCRITIQUES, Valerie Reyna, PhD
● Rehabilitation Psychology, Bob Frank, PhD

Candidates should be nominated by accessing APA’s EditorQuest site on the Web. Using your
Web browser, go to http://editorquest.apa.org. On the Home menu on the left, find “Guests.” Next,
click on the link “Submit a Nomination,” enter your nominee’s information, and click “Submit.”

Prepared statements of one page or less in support of a nominee can also be submitted by e-mail
to Emnet Tesfaye, P&C Board Search Liaison, at emnet@apa.org.

Deadline for accepting nominations is January 10, 2010, when reviews will begin.
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Test-Enhanced Learning
Taking Memory Tests Improves Long-Term Retention
Henry L. Roediger, III, and Jeffrey D. Karpicke

Washington University in St. Louis

ABSTRACT—Taking a memory test not only assesses what

one knows, but also enhances later retention, a phenome-

non known as the testing effect. We studied this effect with

educationally relevant materials and investigated whether

testing facilitates learning only because tests offer an op-

portunity to restudy material. In two experiments, students

studied prose passages and took one or three immediate

free-recall tests, without feedback, or restudied the mate-

rial the same number of times as the students who received

tests. Students then took a final retention test 5 min, 2 days,

or 1 week later. When the final test was given after 5 min,

repeated studying improved recall relative to repeated

testing. However, on the delayed tests, prior testing pro-

duced substantially greater retention than studying, even

though repeated studying increased students’ confidence in

their ability to remember the material. Testing is a powerful

means of improving learning, not just assessing it.

In educational settings, tests are usually considered devices of

assessment. Students take tests in class to assess what they have

learned and take standardized tests like the SAT to assess their

knowledge and aptitude. In many circumstances, such as uni-

versity lecture courses, tests are given infrequently (often just

two or three times a semester) and are generally perceived as a

bother by faculty and students alike. We believe that the neglect

of testing in all levels of education is misguided. To state an

obvious point, if students know they will be tested regularly (say,

once a week, or even every class period), they will study more

and will space their studying throughout the semester rather

than concentrating it just before exams (see Bangert-Drowns,

Kulik, & Kulik, 1991; Leeming, 2002). However, more impor-

tant for present purposes, testing has a powerful positive effect

on future retention. If students are tested on material and suc-

cessfully recall or recognize it, they will remember it better in

the future than if they had not been tested. This phenomenon,

called the testing effect, has been studied sporadically over a

long period of time (e.g., Gates, 1917), but is not well known

outside cognitive psychology.

Most experiments on the testing effect have been conducted in

the verbal learning tradition using word lists (e.g., Hogan &

Kintsch, 1971; Izawa, 1967; McDaniel & Masson, 1985;

Thompson, Wenger, & Bartling, 1978; Tulving, 1967; Wheeler,

Ewers, & Buonanno, 2003) or picture lists (Wheeler & Roediger,

1992) as materials. There have been a few experiments using

materials found in educational contexts, beginning with Spitzer

(1939; see too Glover, 1989, and McDaniel & Fisher, 1991).

However, the title of Glover’s article from 17 years ago still sums

up the current state of affairs: ‘‘The ‘testing’ phenomenon: Not

gone but nearly forgotten.’’

Our aim in the two experiments reported here was to investigate

the testing effect under educationally relevant conditions, using

prose materials and free-recall tests without feedback (somewhat

akin to essay tests used in education). Most previous research has

used tests involving recognition (like multiple-choice tests) or

cued recall (like short-answer tests). A second purpose of our

experiments was to determine whether testing facilitates learning

beyond the benefits of restudying the material. In some testing-

effect experiments, a study-test condition is compared with a

study-only condition on a delayed retention test. When the sub-

jects in the former condition outperform those in the latter on a

final test, one can wonder whether the testing effect is simply due

to study-test subjects being reexposed to the material during the

test. It is no surprise that students will learn more with two

presentations of material rather than one (although some of the

word-list experiments cited earlier overcame this problem; see too

Carrier & Pashler, 1992; Cull, 2000). To evaluate this restudying

explanation of the testing effect, we had students in our control

conditions restudy the entire set of material—which should, if

anything, bias performance results in favor of this condition,

because students who take free-recall tests (without feedback)

can only reexperience whatever material they can recall.

Students in our experiments studied short prose passages

covering general scientific topics. In Experiment 1, they either
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took a test on the material or studied it again before taking a final

retention test 5 min, 2 days, or 1 week later. In Experiment 2,

students studied a passage once and took three tests, studied

three times and took one test, or studied the passage four times.

They then took a final test 5 min or 1 week later. We predicted

that performance on immediate retention tests would increase

with the number of study opportunities, because massed prac-

tice typically produces short-term benefits (e.g., Balota,

Duchek, & Paullin, 1989). However, we predicted that taking

tests soon after studying would promote superior retention on

delayed tests relative to repeatedly studying the material. This

outcome would indicate that testing has positive effects on long-

term retention above and beyond any effect of re-presentation of

the material during the test.

EXPERIMENT 1

Method

Subjects

One hundred twenty Washington University undergraduates,

ages 18 to 24, participated in partial fulfillment of course re-

quirements.

Materials

Two prose passages were selected from the reading compre-

hension section of a test-preparation book for the Test of English

as a Foreign Language (TOEFL; Rogers, 2001). Each passage

covered a single topic (‘‘The Sun’’ and ‘‘Sea Otters’’), and each

was divided into 30 idea units for scoring purposes. The pas-

sages were 256 and 275 words in length, respectively.

Design

A 2 � 3 mixed-factorial design was used. Learning condition

(restudy vs. test) was manipulated within subjects, and delay of

the final test (5 min, 2 days, or 1 week) was manipulated between

subjects. The order of learning conditions (restudy or test) and

the order of passages (‘‘The Sun’’ or ‘‘Sea Otters’’) were coun-

terbalanced across subjects.

Procedure

Subjects were tested during two sessions, in small groups (4 or

fewer). They were told that Phase 1 consisted of four 7-min

periods and that during any given period they would be asked to

study one passage for the first time, restudy one of the passages,

or take a recall test over one of the passages. During each study

period, subjects read one passage for 7 min. During the test

period, subjects were given a test sheet with the title of the to-be-

recalled passage printed at the top and were asked to write down

as much of the material from the passage as they could re-

member, without concern for exact wording or correct order.

Subjects solved multiplication problems for 2 min between

periods and for 5 min after the final period in Phase 1.

Phase 2 occurred after a 5-min, 2-day, or 1-week retention

interval. In Phase 2, subjects were asked to recall the passages

that they had learned in Phase 1. The recall instructions were

identical to those given in Phase 1. Each retention test lasted 10

min, and subjects were instructed by the experimenter to draw a

line on their test sheets to mark their place after each 1-min

interval during the recall periods (Roediger & Thorpe, 1978). At

the end of the experiment, subjects were debriefed and thanked

for their participation.

Results and Discussion

Scoring

Subjects’ recall responses were scored by giving 1 point for each

correctly recalled idea unit (out of 30). Initially, 40 recall tests

were scored by two raters, and the Pearson product-moment

correlation (r) between their scores was .95. Given the high

interrater reliability, the remaining recall tests were scored by

one rater.

Initial Test

On the initial 7-min test, subjects recalled on average 20.9 idea

units, or approximately 70% of the passage. No differences were

observed for the two passages or for the different counterbal-

ancing orders.

Final Test

The mean proportion of idea units recalled on the final tests after

the three retention intervals is shown in Figure 1. The cumu-

lative recall data showed that subjects had exhausted their

knowledge by the end of the retention interval and are not re-

ported here. After 5 min, subjects who had studied the passage

Fig. 1. Mean proportion of idea units recalled on the final test after a 5-
min, 2-day, or 1-week retention interval as a function of learning condition
(additional studying vs. initial testing) in Experiment 1. Error bars rep-
resent standard errors of the means.
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twice recalled more than subjects who had studied once and

taken a recall test. However, this pattern of results was reversed

on the delayed tests 2 days and 1 week later. On these tests of

long-term retention, subjects who had taken an initial test re-

called more than subjects who had only studied the passages.

The results were submitted to a 2 � 3 analysis of variance

(ANOVA), with learning condition (restudying or testing) and

retention interval (5 min, 2 days, or 1 week) as independent

variables. This analysis revealed a main effect of testing versus

restudying, F(1, 117) 5 36.39, Zp
2 5 .24, which indicated that,

overall, initial testing produced better final recall than addi-

tional studying. Also, the analysis revealed a main effect of re-

tention interval, F(2, 117) 5 50.34, Zp
2 5 .46, which indicated

that forgetting occurred as the retention interval grew longer.

However, these main effects were qualified by a significant

Learning Condition � Retention Interval interaction, F(2, 117)

5 32.10, Zp
2 5 .35, indicating that restudying produced better

performance on the 5-min test, but testing produced better

performance on the 2-day and 1-week tests.

Post hoc analyses confirmed that on the 5-min retention tests,

restudying produced better recall than testing (81% vs. 75%),

t(39) 5 3.22, d 5 0.52. However, the opposite pattern of results

was observed on the delayed retention tests. After 2 days, the

initially tested group recalled more than the additional-study

group (68% vs. 54%), t(39) 5 6.97, d 5 0.95. The benefits of

initial testing were also observed after 1 week: The tested group

recalled 56% of the material, whereas the restudy group recalled

only 42%, t(39) 5 6.41, d 5 0.83. Figure 1 depicts another

interesting finding: The initially tested group recalled as much

on the 1-week retention test as the additional-study group did

after only 2 days (the initially tested group actually recalled

slightly more). This surprising result indicates that taking an

initial recall test prevented forgetting of information for an ad-

ditional 5 days relative to repeated study.

Experiment 1 demonstrated that after an initial study episode,

additional studying or testing had different effects on immediate

and delayed final tests: Relative to testing, additional studying

aided performance on immediate retention tests; in contrast,

prior testing improved performance on delayed tests. The

crossover interaction observed in Figure 1 is all the more im-

pressive considering that no feedback was given on the tests.

The testing effect on delayed retention tests is not simply due to

reexposure to studied material during tests, but rather is due to

some other process that has positive effects on retention. We

consider candidate processes in the General Discussion.

EXPERIMENT 2

In Experiment 2, we investigated the effects of repeated study-

ing and repeated testing on retention, in part to replicate and

extend the results of Experiment 1, but more to ask about effects

of repeated testing. We were interested in the effects of repeated

testing because most testing-effect experiments compare per-

formance on final tests after subjects have or have not taken a

single test earlier, as we did in Experiment 1. However, Wheeler

and Roediger (1992) showed that taking three tests immediately

after studying a list of pictures greatly improved retention on a

final test relative to taking a single test or no test. In Experiment

2, we compared three conditions: Subjects studied a passage

four times (and took no tests), studied it three times and took one

test, or studied it once and took three tests. They then took a final

test either 5 min or 1 week later. In addition to examining effects

of repeated versus single tests, we made a few procedural

changes to obtain estimates of how many times students in the

various conditions actually read each passage. We also included

a brief questionnaire after the initial learning session, asking

subjects to rate how interesting and readable they found the

passage and, more important, how well they thought they would

remember it on a test 1 week later. We were particularly inter-

ested in subjects’ predictions of how well they would remember

the passage, because such judgments are not always correlated

with actual performance (see Bjork, 1994; Koriat, Bjork, Sheffer,

& Bar, 2004).

Method

Subjects and Materials

One hundred eighty Washington University undergraduates,

ages 18 to 24, participated in partial fulfillment of course re-

quirements. The passages used in Experiment 1 were used again

and were counterbalanced across conditions.

Design

A 3� 2 between-subjects design was used. Subjects learned one

of the two prose passages under one of three conditions (S 5

study, T 5 test): repeated study (SSSS), single test (SSST), or

repeated test (STTT). Ninety subjects were given a final recall

test following a 5-min retention interval, and 90 took a final test

after 1 week. Thirty subjects were assigned to each of the six

between-subjects conditions.

Procedure

The procedure used in Experiment 2 was similar to that used in

Experiment 1. Subjects were again tested during two sessions, in

small groups (4 or fewer). In Phase 1, they were told that they

would be learning one passage during four consecutive periods.

Subjects in the SSSS condition read the passage during four 5-

min study periods; subjects in the SSST condition studied the

passage during three periods and then took one recall test; those

in the STTTcondition studied the passage during one period and

then took three consecutive recall tests. Students in the multi-

ple-test condition were instructed to try hard to recall the entire

passage on each successive test.

During study periods, subjects had 5 min to study the passage,

and they recorded the number of times they read the entire

passage by making tally marks on a separate sheet. During test
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periods, subjects were given a blank sheet and were asked to

recall as much of the material from the passage as they could

remember, without concern for exact wording or correct order.

Each test lasted 10 min, and subjects were instructed to draw a

line on their test sheets to mark their place after each 1-min

interval. Subjects solved multiplication problems for 2 min

between periods and for 5 min after the final period in Phase 1.

At the end of Phase 1, subjects were given a questionnaire

asking them to answer three questions using a 7-point scale.

They indicated how interesting they thought the passage was (1

5 very boring, 7 5 very interesting), how readable they thought it

was (1 5 very easy to read, 7 5 very difficult to read), and how

well they thought they would remember the passage in 1 week (1

5 not very well, 7 5 very well). After completing the question-

naire, subjects in the 5-min retention-interval condition took the

final recall test, and subjects in the 1-week condition were ex-

cused, returning for the final test 1 week later. The final recall

test (Phase 2) was identical to the initial recall tests.

Results and Discussion

Readings of the Passage

The mean number of times subjects were able to read through

the passage during each study period is presented in Table 1. No

differences in these reading scores were observed for the two

passages or for the 5-min and 1-week retention-interval groups.

Across all conditions, subjects were able to read the entire

passage approximately 3.5 times during a 5-min study period.

The number of times subjects in the SSSS and SSST conditions

read the passage increased slightly across consecutive study

periods, F(3, 177) 5 1.62,Zp
2 5 .03, and F(2, 118) 5 4.99,Zp

2

5 .08, respectively. The reading scores in Table 1 simply il-

lustrate that subjects read the passage many more times in the

SSSS (M 5 14.2) and SSST (M 5 10.3) conditions than in the

STTT (M 5 3.4) condition.

Initial Tests

Subjects in the STTT condition recalled 20.9, 21.2, and 21.1

idea units on each of the three initial recall tests, respectively, or

about 70% of the passage in each case. No differences on the

initial tests were observed for the two passages or for the 5-min

and 1-week retention-interval groups. Measures of cumulative

recall indicated that asymptotic levels of recall had been

reached by the end of each test period. Subjects in the SSST

condition recalled 23.1 idea units (77% of the passage) on their

initial recall test. This was reliably greater recall than on the

third test in the STTT condition, t(118) 5 3.17, d 5 0.58.

Questionnaire

The mean ratings on the questionnaire given at the end of Phase

1 are displayed in Table 2. No differences in the questionnaire

ratings were observed for the two passages or for the 5-min and

1-week retention-interval groups. Subjects in the SSSS condi-

tion rated the passage as less interesting than subjects in the

SSST or STTT condition, F(2, 177) 5 3.88, Z2 5 .04, perhaps

because of increased boredom with repeated readings. More

interestingly, subjects in the SSSS condition were more confi-

dent that they would remember the passage in 1 week than were

subjects in the SSST or STTT condition, F(2, 177) 5 6.09, Z2 5

.06. Post hoc analyses revealed that subjects in the SSSS con-

dition predicted that they would remember the passage better

than subjects in the SSST condition, t(118) 5 2.95, d 5 0.54,

and subjects in the STTTcondition, t(118) 5 3.35, d 5 0.61, but

the latter two groups did not differ significantly in their pre-

dictions. The three groups did not differ in how they rated the

readability of the passages (F < 1).

Final Tests

The critical data are the mean proportions of idea units recalled

on the final tests 5 min or 1 week later, displayed in Figure 2. The

pattern of final test scores replicates the pattern of results found

in Experiment 1. On the 5-min test, recall was correlated with

repeated studying: The SSSS group recalled more than the SSST

group (83% vs. 78%), who in turn recalled more than the STTT

group (71%). However, on the 1-week test, recall was correlated

with the number of tests given earlier: The STTT group recalled

more than the SSST group (61% vs. 56%), who in turn recalled

more than the SSSS group (40%).

TABLE 1

Mean Number of Times Subjects Were Able to Read the Entire

Passage During the 5-Min Study Periods in Experiment 2

Condition

Study period

Sum1 2 3 4

SSSS 3.4 3.5 3.6 3.7 14.2

SSST 3.2 3.5 3.6 — 10.3

STTT 3.4 — — — 3.4

Note. Condition labels indicate the order of study (S) and test (T) periods.

TABLE 2

Mean Ratings on the Questionnaire Given After the Initial

Learning Session in Experiment 2

Condition

Rating

Interesting Readable Remember

SSSS 3.8 2.5 4.8

SSST 4.1 2.5 4.2

STTT 4.6 2.8 4.0

Note. Condition labels indicate the order of study (S) and test (T) periods.
Subjects rated how interesting the passage was (1 5 very boring, 7 5 very
interesting), how readable the passage was (1 5 very easy to read, 7 5 very
difficult to read), and how well they believed they would remember the passage
in 1 week (1 5 not very well, 7 5 very well).
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The results in Figure 2 were submitted to a 2 � 3 ANOVA,

with retention interval (5 min or 1 week) and learning condition

(SSSS, SSST, or STTT) as independent variables. This analysis

revealed a main effect of retention interval, F(1, 174) 5 122.53,

Zp
2 5 .41, indicating that forgetting occurred. The effect of

learning condition was only marginally significant, F(2, 174) 5

2.32, Zp
2 5 .03. However, these effects were qualified by a

significant Learning Condition � Retention Interval interac-

tion, F(2, 174) 5 18.48, Zp
2 5 .18. This interaction indicates

that repeated studying produced short-term benefits, whereas

repeated testing produced greater benefits on the delayed test.

Post hoc analyses confirmed these observations. On the 5-min

retention test, subjects in the SSSS condition recalled more than

subjects in the STTT condition, t(58) 5 4.70, d 5 1.22, as did

subjects in the SSSTcondition, t(58) 5 2.24, d 5 0.59. However,

this pattern was reversed on the 1-week retention test. Subjects

in the STTT condition recalled more than subjects in the SSST

condition, though this difference was marginal, t(58) 5 1.21,

d 5 0.31. Subjects in the STTT condition also recalled signifi-

cantly more than subjects in the SSSS condition, t(58) 5 4.78,

d 5 1.26, as did subjects in the SSST condition, t(58) 5 3.21,

d 5 0.82.

These data, involving absolute measures of forgetting, show

greater forgetting in the pure-study condition than in the testing

conditions. An alternative approach to examining forgetting is to

use a proportional measure: (initial recall� final recall)/initial

recall. In some studies, this alternative has led to different

conclusions about rates of forgetting (Loftus, 1985). Propor-

tional measures of forgetting are presented in Figure 3, in which

it is obvious that subjects in the SSSS condition forgot far more

(52%) than subjects in the SSST condition (28%) and than

subjects in the STTT condition (14%). Subjects in the SSST

condition forgot more than subjects in the STTT condition (28%

vs. 14%). Thus, the proportional-forgetting analyses confirm

those using the raw data and clearly demonstrate the powerful

effect of repeated testing in preventing forgetting (cf. Wheeler &

Roediger, 1992).

GENERAL DISCUSSION

Both experiments showed the same pattern: Immediate testing

after reading a prose passage promoted better long-term reten-

tion than repeatedly studying the passage. This outcome oc-

curred even though the tests included no feedback. Clearly, the

testing effect is not simply a result of students gaining reexpo-

sure to the material during testing, because restudying allowed

students to reexperience 100% of the material but produced

poor long-term retention (see too Wheeler et al., 2003). The

positive effects of testing were dramatic: In Experiment 2, stu-

dents in the repeated-testing condition recalled much more after

a week than did students in the repeated-study condition (61%

vs. 40%), even though students in the former condition read the

passage only 3.4 times and those in the latter condition read it

14.2 times. Testing has a powerful effect on long-term retention.

The situation was different for tests taken shortly after

learning: Repeated studying improved performance relative to

repeated testing on final tests given after a 5-min retention in-

terval, but the effect reversed on delayed tests. This pattern of

results is analogous to the finding in the spacing-effect literature

that massed presentation improves performance on immediate

Fig. 2. Mean proportion of idea units recalled on the final test after a 5-
min or 1-week retention interval as a function of learning condition (SSSS,
SSST, or STTT) in Experiment 2. The labels for the learning conditions
indicate the order of study (S) and test (T) periods. Error bars represent
standard errors of the means.

Fig. 3. Forgetting over 1 week as a function of learning condition (SSSS,
SSST, or STTT) in Experiment 2. The labels for the learning conditions
indicate the order of study (S) and test (T) periods.
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tests, whereas spaced presentation leads to better performance

on delayed tests (Balota et al., 1989; Peterson, Wampler, Kirk-

patrick, & Saltzman, 1963). That is, in both cases, massed study

leads to a short-term benefit, but the other manipulation (testing

or spaced studying) has a greater effect on long-term retention.

Both outcomes may reflect the role of desirable difficulties in

promoting long-term retention (Bjork, 1994), as discussed later.

This outcome on the immediate tests in the present experiments

reveals just how powerful the testing effect is: Despite the

benefits of repeated study shortly after learning, repeated testing

produces strong positive effects on a delayed test.

Several overlapping theoretical approaches are useful in un-

derstanding our results. The findings are consistent with theo-

ries of transfer-appropriate processing that emphasize the

compatibility between the operations engaged in during learn-

ing and testing phases (Morris, Bransford, & Franks, 1977;

Roediger, 1990). The ability to remember a prose passage on a

free-recall test a week after learning it is enhanced by practicing

exactly this skill during learning. Practicing the skills during

learning that are needed during retrieval generally enhances

retention on both explicit and implicit memory tests (Roediger,

Gallo, & Geraci, 2002). Although restudying the passages ex-

posed students to the entire set of information, testing permitted

practice of the skill required on future tests and hence enhanced

performance after a delay.

McDaniel and his colleagues (McDaniel & Fisher, 1991;

McDaniel, Kowitz, & Dunay, 1989; McDaniel & Masson, 1985)

have argued that testing enhances learning by producing elab-

oration of existing memory traces and their cue-target rela-

tionships, and Bjork (1975, 1988) has suggested that testing

operates by multiplying the number of ‘‘retrieval routes’’ to

stored events. Bjork (1994, 1999) has also emphasized the need

to introduce desirable difficulties into training and educational

settings. Many study conditions and strategies that produce

rapid learning and short-term benefits lead to poor long-term

performance. Our results show that testing versus studying is

another case in point: Testing clearly introduced a desirable

difficulty during learning.

Relative to testing, repeated studying inflated students’ con-

fidence in their ability to remember the passages in the future,

even though repeated-study subjects actually showed much

poorer retention on delayed tests. Repeated studying is a

strategy that students frequently report using and is often rec-

ommended to students by teachers (see Rawson & Kintsch,

2005, for discussion). Students may prefer repeated studying

because it produces short-term benefits, and students often use

ineffective learning strategies because they base their predic-

tions of future performance on what produces rapid short-term

gains. Although students in the repeated-study condition pre-

dicted they would perform very well a week later (relative to

those in the other conditions), they actually performed the worst.

Free-recall testing even without feedback had large positive

effects on retention in our experiments. Pashler and his col-

leagues (Pashler, Cepeda, Wixted, & Rohrer, 2005; Pashler,

Zarow, & Triplett, 2003) have examined testing effects with

feedback in paired-associates paradigms and also reported

positive effects. Testing with feedback may improve perform-

ance even beyond the levels observed in the current research

(McDermott, Kang, & Roediger, 2005). Judicious use of testing

may improve performance in educational settings at all levels

from elementary through university education, at least in fact-

based courses (Roediger & Karpicke, 2006). Frequent testing

leads students to space their study efforts, permits them and

their instructors to assess their knowledge on an ongoing basis,

and—most important for present purposes—serves as a pow-

erful mnemonic aid for future retention. The boundary condi-

tions for the testing effect are not yet known, but we suspect that

tests will produce strong effects when they occur relatively soon

after learning and permit relatively high levels of performance

(Balota, Duchek, Sergent-Marshall, & Roediger, in press;

Landauer & Bjork, 1978; Logan & Balota, 2005; Spitzer, 1939).

We believe the time is ripe for a thorough examination of the

mnemonic benefits of testing and its potentially important

consequences for improving educational practice.

Acknowledgments—This research was supported by a grant

from the Institute of Educational Sciences and by a Collabora-

tive Activity Grant from the James S. McDonnell Foundation.

We thank Jane McConnell for her help and John Wixted for

comments.

REFERENCES

Balota, D.A., Duchek, J.M., & Paullin, R. (1989). Age-related differ-

ences in the impact of spacing, lag, and retention interval. Psy-
chology and Aging, 4, 3–9.

Balota, D.A., Duchek, J.M., Sergent-Marshall, S., & Roediger, H.L., III.

(in press). Does expanded retrieval produce benefits over equal

interval spacing? Explorations in healthy aging and early stage

Alzheimer’s disease. Psychology and Aging.

Bangert-Drowns, R.L., Kulik, J.A., & Kulik, C.L.C. (1991). Effects of

frequent classroom testing. Journal of Educational Research, 85,

89–99.

Bjork, R.A. (1975). Retrieval as a memory modifier: An interpretation of

negative recency and related phenomena. In R.L. Solso (Ed.),

Information processing and cognition: The Loyola symposium (pp.

123–144). Hillsdale, NJ: Erlbaum.

Bjork, R.A. (1988). Retrieval practice and the maintenance of knowl-

edge. In M.M. Gruneberg, P.E. Morris, & R.N. Sykes (Eds.),

Practical aspects of memory: Current research and issues (Vol. 1, pp.

396–401). New York: Wiley.

Bjork, R.A. (1994). Memory and metamemory considerations in the

training of human beings. In J. Metcalfe & A. Shimamura (Eds.),

Metacognition: Knowing about knowing (pp. 185–205). Cam-

bridge, MA: MIT Press.

Bjork, R.A. (1999). Assessing our own competence: Heuristics and

illusions. In D. Gopher & A. Koriat (Eds.), Attention and per-
formance XVII: Cognitive regulation of performance: Interaction of
theory and application (pp. 435–459). Cambridge, MA: MIT Press.

254 Volume 17—Number 3

Test-Enhanced Learning



Carrier, M., & Pashler, H. (1992). The influence of retrieval on reten-

tion. Memory & Cognition, 20, 633–642.

Cull, W.L. (2000). Untangling the benefits of multiple study opportu-

nities and repeated testing for cued recall. Applied Cognitive
Psychology, 14, 215–235.

Gates, A.I. (1917). Recitation as a factor in memorizing. Archives of
Psychology, 6(40).

Glover, J.A. (1989). The ‘‘testing’’ phenomenon: Not gone but nearly

forgotten. Journal of Educational Psychology, 81, 392–399.

Hogan, R.M., & Kintsch, W. (1971). Differential effects of study and test

trials on long-term recognition and recall. Journal of Verbal
Learning and Verbal Behavior, 10, 562–567.

Izawa, C. (1967). Function of test trials in paired-associate learning.

Journal of Experimental Psychology, 75, 194–209.

Koriat, A., Bjork, R.A., Sheffer, L., & Bar, S.K. (2004). Predicting one’s

own forgetting: The role of experience-based and theory-based

processes. Journal of Experimental Psychology: General, 133,

643–656.

Landauer, T.K., & Bjork, R.A. (1978). Optimum rehearsal patterns and

name learning. In M.M. Gruneberg, P.E. Morris, & R.N. Sykes

(Eds.), Practical aspects of memory (pp. 625–632). London: Aca-

demic Press.

Leeming, F.C. (2002). The exam-a-day procedure improves per-

formance in psychology classes. Teaching of Psychology, 29,

210–212.

Loftus, G. (1985). Evaluating forgetting curves. Journal of Experimental
Psychology: Learning, Memory, and Cognition, 11, 397–406.

Logan, J.M., & Balota, D.A. (2005). Spaced and expanded retrieval ef-
fects in younger and older adults. Manuscript submitted for pub-

lication.

McDaniel, M.A., & Fisher, R.P. (1991). Tests and test feedback as

learning sources. Contemporary Educational Psychology, 16,

192–201.

McDaniel, M.A., Kowitz, M.D., & Dunay, P.K. (1989). Altering memory

through recall: The effects of cue-guided retrieval processing.

Memory & Cognition, 17, 423–434.

McDaniel, M.A., & Masson, M.E.J. (1985). Altering memory repre-

sentations through retrieval. Journal of Experimental Psychology:
Learning, Memory, and Cognition, 11, 371–385.

McDermott, K.B., Kang, S., & Roediger, H.L., III. (2005, January). Test
format and its modulation of the testing effect. Paper presented at

the biennial meeting of the Society for Applied Research in

Memory and Cognition, Wellington, New Zealand.

Morris, C.D., Bransford, J.D., & Franks, J.J. (1977). Levels of proc-

essing versus transfer-appropriate processing. Journal of Verbal
Learning and Verbal Behavior, 16, 519–533.

Pashler, H., Cepeda, N.J., Wixted, J.T., & Rohrer, D. (2005). When does

feedback facilitate learning of words? Journal of Experimental
Psychology: Learning, Memory, and Cognition, 31, 3–8.

Pashler, H., Zarow, G., & Triplett, B. (2003). Is temporal spacing of tests

helpful even when it inflates error rates? Journal of Experimental
Psychology: Learning, Memory, and Cognition, 29, 1051–1057.

Peterson, L.R., Wampler, R., Kirkpatrick, M., & Saltzman, D. (1963).

Effect of spacing of presentations on retention of paired-associates

over short intervals. Journal of Experimental Psychology, 66, 206–

209.

Rawson, K.A., & Kintsch, W. (2005). Rereading effects depend on time

of test. Journal of Educational Psychology, 97, 70–80.

Roediger, H.L., III. (1990). Implicit memory: Retention without re-

membering. American Psychologist, 45, 1043–1056.

Roediger, H.L., III, Gallo, D.A., & Geraci, L. (2002). Processing ap-

proaches to cognition: The impetus from the levels-of-processing

framework. Memory, 10, 319–332.

Roediger, H.L., III, & Karpicke, J.D. (2006). The power of testing
memory: Implications for educational practice. Unpublished manu-

script, Washington University in St. Louis.

Roediger, H.L., III, & Thorpe, L.A. (1978). The role of recall time in

producing hypermnesia. Memory & Cognition, 6, 296–305.

Rogers, B. (2001). TOEFL CBT Success. Princeton, NJ: Peterson’s.

Spitzer, H.F. (1939). Studies in retention. Journal of Educational
Psychology, 30, 641–656.

Thompson, C.P., Wenger, S.K., & Bartling, C.A. (1978). How recall

facilitates subsequent recall: A reappraisal. Journal of Experi-
mental Psychology: Human Learning and Memory, 4, 210–221.

Tulving, E. (1967). The effects of presentation and recall of material in

free-recall learning. Journal of Verbal Learning and Verbal Be-
havior, 6, 175–184.

Wheeler, M.A., Ewers, M., & Buonanno, J. (2003). Different rates of

forgetting following study versus test trials. Memory, 11, 571–580.

Wheeler, M.A., & Roediger, H.L., III. (1992). Disparate effects of re-

peated testing: Reconciling Ballard’s (1913) and Bartlett’s (1932)

results. Psychological Science, 3, 240–245.

(RECEIVED 2/4/05; ACCEPTED 3/24/05;
FINAL MATERIALS RECEIVED 4/13/05)

Volume 17—Number 3 255

Henry L. Roediger, III, and Jeffrey D. Karpicke



β-Amyloid accumulation in the human brain after one
night of sleep deprivation
Ehsan Shokri-Kojoria,1, Gene-Jack Wanga,1, Corinde E. Wiersa, Sukru B. Demirala, Min Guoa, Sung Won Kima,
Elsa Lindgrena, Veronica Ramireza, Amna Zehraa, Clara Freemana, Gregg Millera, Peter Manzaa, Tansha Srivastavaa,
Susan De Santib, Dardo Tomasia, Helene Benvenistec, and Nora D. Volkowa,1

aLaboratory of Neuroimaging, National Institute on Alcohol Abuse and Alcoholism, National Institutes of Health, Bethesda, MD 20892; bPiramal Pharma
Inc., Boston, MA 02108; and cDepartment of Anesthesiology, Yale School of Medicine, New Haven, CT 06510

Edited by Michael E. Phelps, University of California, Los Angeles, CA, and approved March 13, 2018 (received for review December 14, 2017)

The effects of acute sleep deprivation on β-amyloid (Aβ) clearance
in the human brain have not been documented. Here we used PET
and 18F-florbetaben to measure brain Aβ burden (ABB) in
20 healthy controls tested after a night of rested sleep (baseline)
and after a night of sleep deprivation. We show that one night of
sleep deprivation, relative to baseline, resulted in a significant in-
crease in Aβ burden in the right hippocampus and thalamus. These
increases were associated with mood worsening following sleep
deprivation, but were not related to the genetic risk (APOE geno-
type) for Alzheimer’s disease. Additionally, baseline ABB in a
range of subcortical regions and the precuneus was inversely as-
sociated with reported night sleep hours. APOE genotyping was
also linked to subcortical ABB, suggesting that different Alz-
heimer’s disease risk factors might independently affect ABB in
nearby brain regions. In summary, our findings show adverse ef-
fects of one-night sleep deprivation on brain ABB and expand on
prior findings of higher Aβ accumulation with chronic less sleep.

beta amyloid | sleep | hippocampus | Alzheimer’s disease | glymphatic
system

Beta-amyloid (Aβ) is present in the brain’s interstitial fluid
(ISF) and is considered a metabolic “waste product” (1).

Mechanisms by which Aβ is cleared from the brain are not
completely understood (2), although there is evidence that sleep
plays an important role in Aβ clearance (3). In rodents, chronic
sleep restriction led to increases in ISF Aβ levels (4) and in a
Drosophila model of Alzheimer’s disease (AD), chronic sleep
deprivation (SD) resulted in higher Aβ accumulation (5). In
healthy humans, imaging studies have revealed associations be-
tween self-reports of less sleep duration or poor sleep quality and
higher Aβ burden (ABB) in the brain (6–8), which is a risk factor
for AD. This association has been considered bidirectional be-
cause increased ABB could also lead to impairments in sleep (9,
10). Notably, increased ABB in the brain has been associated
with impairment of brain function (11, 12). Thus, strategies that
prevent Aβ accumulation in the brain could promote healthy
brain aging and be useful in preventing AD. In this respect, there
is increasing evidence that sleep disturbances might contribute to
AD, in part by facilitating accumulation of Aβ in the brain (13).
To better characterize ABB dynamics, studies have focused on

the effects of sleep patterns on ABB in the CNS. In rodents, it
has been shown that Aβ clearance from the brain’s ISF pre-
dominately occurred during sleep (4), which was ascribed to the
glymphatic pathway, operating most efficiently during sleep (3,
14, 15). Clinical studies have also shown that Aβ levels in the
cerebrospinal fluid (CSF) are the highest before sleep and the
lowest after wakening, while CSF Aβ clearance was counteracted
by SD (16). However, there are some inconsistencies between
animal models and findings in humans (17), and Aβ increases in
human CSF could reflect factors other than ABB increases in the
brain itself (18–21). Notably, the effects of acute SD on Aβ
clearance in the human brain have not been documented. This
observation will be important for understanding the contribution

of sleep to Aβ clearance from the brain and the regional speci-
ficity of such effects.
Here we evaluated the effects of one-night SD on ABB in

healthy controls to investigate whether sleep affects clearance of
Aβ from the human brain. For this purpose, we used positron
emission tomography (PET) with which it is now possible to
measure ABB in the living human brain. There are several val-
idated PET radiotracers for this purpose, including 18F-
florbetaben (FBB) (22, 23). It is believed that such radio-
tracers predominantly bind to insoluble Aβ42 plaques (24–27),
but there is recent evidence that they also bind to soluble Aβ42
forms (28). Thus, we reasoned that PET and FBB could be used
to detect increases in ABB because of acute SD, directly in the
human brain (3). First, we aimed to assess the effect of one-night
SD on brain ABB with PET-FBB in healthy controls (n = 20, 22–
72 y old, 10 females) (Table S1), and compared the measures to
baseline brain ABB captured at the same time of the day but
following a night of rested sleep [referred to as rested-
wakefulness (RW)]. Second, we aimed to replicate in our sam-
ple the previously reported association between sleep history and
brain ABB (when measured after RW) (6–8). For our first aim,
we hypothesized that one night of SD would increase ABB in the
hippocampus, which shows some of the earliest structural and
functional changes in AD (29, 30). For our second aim, we hy-
pothesized that history of poor sleep would be associated with
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tion with β-amyloid burden as a risk factor for Alzheimer’s
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evates β-amyloid levels in mouse interstitial fluid and in human
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sleep deprivation on β-amyloid burden in the human brain.
Using positron emission tomography, here we show that acute
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sleep deprivation on β-amyloid burden in the human brain.
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higher ABB in the hippocampus, precuneus, and medial pre-
frontal cortex (6, 8, 31).

Results
Acute SD Effects. To compare the differences in FBB binding
[quantified as relative standard uptake value (SUVr) and used as
a marker of ABB] (Methods) after acute SD versus that obtained
after RW, we used a voxelwise paired t test in statistical para-
metric mapping (SPM) (Methods). This analysis showed that
images obtained after SD compared with those obtained after
RW had significantly higher FBB binding (ABB increases) in a
right lateralized cluster (Fig. 1A) that comprised hippocampal,
parahippocampal, and thalamic regions (Table S2). Of note, the
increases in FBB SUVr in this cluster were robust and observed
in 19 of 20 participants (Fig. 1B) from RW (mean = 1.35,
standard deviation = 0.06) to SD (mean = 1.42, standard de-
viation = 0.07; a 5% increase, P < 0.0001). To further confirm
this finding, we quantified FBB SUVr in an a priori hippocampal
region of interest (ROI) (Methods and Fig. 1D) and compared
the measures after SD to those after RW. This ROI analysis also
showed a significant increase in FBB SUVr in the right hippo-
campus ROI from RW to SD (P = 0.046, two-tailed, Cohen’s d =
0.48) but not in the left hippocampus (P = 0.4). The magnitude
of the Aβ changes in the hippocampal cluster varied significantly
between subjects (Fig. 1B) (−0.58% to +16.1%). We found that
this variability was not associated with gender, age, or apolipo-
protein E (APOE)-based odds ratio for AD (ORAD) (Methods)
(P > 0.3). Notably, changes in FBB SUVr in the subcortical
cluster were significant in both males (P = 0.0008) and females
(P = 0.003). In addition, reported sleep hours (SH) and total
score (TS) for sleep quality (Pittsburgh Sleep Questionnaire
Inventory, PSQI) (Methods) were not associated with these SD-
related increases. Thus, the mechanisms accounting for the ob-
served between-subject variability are still unclear. Subjective
behavioral assessment revealed that SD negatively impacted
mood compared with RW (Methods and Fig. S1). We assessed if

the effects of SD on mood were correlated with increases in ABB
in the right hippocampal cluster. This analysis showed that mood
worsening was negatively associated with changes in FBB SUVr
[r (16) = −0.50, P = 0.03] (Fig. 1C) such that participants with
larger increases in ABB in the hippocampal cluster (Fig. 1A) had
more mood worsening after SD. Because the quantification of
ABB using FBB SUVr can be sensitive to blood perfusion ef-
fects, we quantified FBB accumulation using measures of bind-
ing potential (BPnd), which are less sensitive to blood perfusion
effects than SUVr measures. BPnd in the cluster where we ob-
served the SD effect (Methods and Fig. 1A) was also significantly
higher in SD relative to RW [t(19) = 3.57, P = 0.002] (Fig. S2A).
Moreover, SD-related changes in BPnd were significantly cor-
related with those observed with FBB SUVr [r(18) = 0.53, P =
0.016] (Fig. S2B), further supporting that SD-related increases in
FBB SUVr are not primarily driven by perfusion effects.

Sleep, APOE, and ABB. Prior studies had reported an association
between reported SH and sleep quality and (cortical) ABB in
healthy middle-aged and older individuals (6–8). We tested
whether we would corroborate those observations in our sample
using the measures obtained during RW. We found that reported
average SH inversely correlated with FBB SUVr [r(18) = −0.5,
P = 0.024] and with BPnd [r(18) = −0.57, p = 0.009] at RW in the
subcortical cluster that showed increases in ABB with SD (Fig.
2A), thus supporting long-term susceptibility of these regions to
increased ABB with less SH. Voxelwise regression analysis of
FBB SUVr on SH showed that less SH was associated with
higher FBB SUVr in the bilateral putamen, parahippocampus,
and right precuneus (Fig. 2B and Table S3). Interestingly, the
SH-related brain areas were more extensive than the areas as-
sociated with (acute) SD-induced ABB increases. For regional
ABB, SH-related subcortical regions (Table S3) had minimal
overlap with subcortical areas related to ORAD (Fig. 2B),
which included the bilateral lentiform nucleus and pallidum
(Table S4). These observations suggested that different brain
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Fig. 1. Effects of one-night SD on ABB. (A) Voxelwise paired t test between RW and SD conditions highlighting the hippocampus as well as other subcortical
structures (PFWE < 0.05, cluster-size corrected) (Table S1). (B) Subject-level changes in FBB SUVr (in the red cluster identified in A) from RW to SD. There was no
significant effect of gender, or gender × sleep interaction (P > 0.15). (C) Association between changes in mood from RW to SD and changes in the FBB SUVr
for the cluster identified in A. Mood change was quantified using the principal component of the changes in self-report measures from RW to SD, which
accounted for 35.5% of the variance. Self-report measures of alert, friendly, happy, social, and energetic significantly decreased, and measures of tired and
difficulty staying awake significantly increased from RW to SD (P < 0.001, two-tailed) (see also Fig. S1). (D) Average FBB SUVr in a priori hippocampus ROIs
across subjects. Error bars show standard deviation (Methods).

4484 | www.pnas.org/cgi/doi/10.1073/pnas.1721694115 Shokri-Kojori et al.

http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1721694115/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1721694115/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1721694115/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1721694115/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1721694115/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1721694115/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1721694115/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1721694115/-/DCSupplemental
http://www.pnas.org/lookup/suppl/doi:10.1073/pnas.1721694115/-/DCSupplemental
www.pnas.org/cgi/doi/10.1073/pnas.1721694115


regions could be independently affected by different AD-risk
factors (i.e., sleep vs. APOE). This observation is consistent
with prior findings reporting that the APOE genotype did not
moderate the relationship between sleep measures and ABB in
the brain (7).

Discussion
Our findings provide preliminary evidence for the role of SD on
Aβ accumulation in the human brain. The increases in ABB after
SD in the hippocampus, which is considered among the most-
sensitive brain regions to AD neuropathology (29), is consistent
with epidemiological data identifying impaired sleep as a risk

factor for AD (9, 10) and with recent evidence showing that
disruption of deep sleep increases Aβ in human CSF (32). We
also showed Aβ increases in the thalamus after SD, which is a
brain region that shows increases in Aβ in the early stages of AD
(33). The regional increases in ABB that we observed from RW
to SD might reflect decreased clearance of Aβ, presumably from
lack of sleep, thus supporting the role of glymphatic system in
clearing Aβ from the brain during sleep. While this effect was
observed in rodents (3), no study as of now has been able to
directly measure Aβ clearance reflecting glymphatic function in
the human brain. Other mechanisms have been shown to stim-
ulate Aβ clearance during sleep, such as γ-oscillations during the
rapid eye-movement cycle (34). Alternatively, Aβ increases in the
hippocampus after SD could reflect increases in Aβ synthesis
associated with endogenous neuronal activity during SD (35), or
sleep-related changes in hippocampal neurogenesis (36, 37).
While we are interpreting our findings of increases in ABB after
SD to reflect Aβ accumulation due to lack of glymphatic clear-
ance (or other unknown mechanisms), we cannot rule out the
possibility that they reflect increases in the synthesis of Aβ (38)
from lack of sleep. Preclinical studies that monitor Aβ clearance
during sleep using PET radiotracers alongside optical imaging of
ISF are needed to corroborate whether Aβ ligands and PET have
potential as markers of glymphatic function in the human brain.
Future work should also study the extent that elevated ABB in
the brain is related to increases in Aβ levels in the peripheral
tissue following SD (18, 20).
Detection of Aβ plaques with PET is clinically relevant for the

diagnosis of AD, while elevated brain ABB in mild cognitive
impairment (MCI) has been suggested as a risk factor for pro-
gression to AD (22, 39). ABB increases as a function of aging
and AD severity, with an estimated 17% increase from younger
to older adults (40). Relative to healthy elderly, estimated in-
creases of 21% and 43% have been reported in individuals with
MCI and AD, respectively (40). In our study, the increases in
ABB due to one-night SD were smaller (5%) (Fig. 1 A and B)
and were observed in a subcortical cluster that included the
hippocampus. At this stage, we are uncertain whether such SD-
related increases in ABB may subside following rested sleep. In
addition, the magnitude of the observed effects should be
interpreted with caution considering the methodological limita-
tions and potential confounds, such as the effects of blood-flow
changes and the limited sensitivity of current PET radiotracer to
soluble Aβ (28). While, prior studies have reported associations
with chronic poor sleep and higher average ABB across large a
priori-selected cortical areas (6–8), our results highlight the
relevance of studying subcortical regions for the associations
between ABB and sleep.
It has been shown in rodents that Aβ plaques can form very

rapidly (41), while Aβ plaques in their earliest stages show the
highest levels of neuritic dystrophy (42), thus suggesting that
increases in ABB due to one-night SD could adversely impact
the brain. Chronic poor sleep could then result in higher baseline
ABB levels, helping to explain the association with higher ABB
at RW (in the cluster showing SD effects) (Fig. 1A) and less
reported SH (Fig. 2A). In addition, SH negatively correlated with
ABB in the precuneus, putamen, and parahippocampus (Fig. 2B
and Table S3). These findings are consistent with studies show-
ing that chronic sleep restriction lead to elevated cortical Aβ
oligomers levels (that are neurotoxic) in the mouse cortex (43),
which might in part reflect up-regulation of β-secretase 1 (44).
However, a confounder is that increased ABB could in turn
exacerbate sleep problems (10).
It is noteworthy that ABB increases in the hippocampus are

less pronounced in MCI (45) or early-stage AD than in the
precuneus (22). Instead, changes in hippocampal volume, glu-
cose metabolism (30), and the blood–brain barrier (46) were
most evident in patients with early-stage AD. Thus, it is possible
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that the increases in ABB in the hippocampus with sleep dis-
ruptions might trigger local neurotoxicity without necessarily
resulting in marked plaque accumulation. The precuneus was not
significantly affected by SD; however, we found an association
between reported SH and ABB in this region (Fig. 2B and Table
S3), again suggesting that distinct processes might mediate the
effects of acute vs. chronic SD on regional ABB. Future work
should investigate the extent to which the effects of acute SD and
less SH might reflect distinct mechanisms (i.e., neuro-
inflammation triggered by chronic poor sleep) (47, 48) or sen-
sitivity of FBB to different forms of Aβ (soluble oligomers vs.
plaques) (28). One limitation of this work includes the inability
of PET-FBB to distinguish soluble from insoluble Aβ (27, 28,
49). We suggested that the interruption of glymphatic clearance
by SD would increase ABB in the brain, yet our findings do not
demonstrate the mechanisms that account for the Aβ accumu-
lation with SD. In our study, estimates of ABB were obtained
using FBB SUVr, which is sensitive to physiological factors such
as blood flow, which could have been impacted by SD (50, 51).
However, recent evidence suggests that blood-flow effects are
small on FBB SUVr estimated with later time points (52)
(Methods). We also corroborated the FBB SUVr findings with
BPnd measures that are less sensitive to blood-flow effects
(Fig. S2).
In our study, we did not predict the laterality effect for the SD-

related increases in ABB, and while this could reflect the sen-
sitivity of the glymphatic system to orientation of the head during
sleep (14), we did not record head position. Consistent with the
recognized role of the hippocampus and thalamus in mood dis-
orders (53), the association between SD-related increases in
ABB and mood worsening (Fig. 1C) supported the functional
significance of elevated ABB. This association could reflect the
previously reported contribution of the hippocampus in modu-
lating mood changes that follow SD (54). The effects of SD on
the hippocampus have also been implicated in the memory im-
pairment associated with SD, although we did not measure ef-
fects of SD on memory in our study. Even though our sample was
small (n = 20), we were able to identify a significant effect of SD
on brain ABB with no significant interaction with gender. Be-
cause of the small sample size of our study, future studies are
needed to assess the generalizability to a larger and more diverse
population and to more reliably characterize potential
gender effects.
In summary, this study documents an effect of one-night SD

on ABB in the hippocampus, thus providing preliminary evi-
dence that sleep, among other factors, could influence Aβ
clearance in the human brain. Our results highlight the relevance
of good sleep hygiene for proper brain function and as a po-
tential target for prevention of AD (31, 55).

Methods
Participants. Twenty-two healthy individuals were recruited at the National
Institutes of Health, of which 20 (10 females, age: 39.8 y ± 10.4, range: 22–
72 y old) completed two PET scan sessions to measure ABB. All participants
provided informed consent to participate in the study that was approved by
the Institutional Review Board at the NIH (Combined Neurosciences White
Panel). Exclusion criteria were: (i) urine positive for psychotropic drugs; (ii)
history of alcohol or drug use disorders; (iii) present or past history of
neurological or psychiatric disorder, including evidence of cognitive im-
pairment; (iv) use of psychoactive medications in the past month (i.e., opiate
analgesics, stimulants, sedatives); (v) currently taking prescription medica-
tions (i.e., antihistamines, antihypertensive, antibiotics); (vi) medical condi-
tions that may alter cerebral function; (vii) cardiovascular and metabolic
diseases; and (viii) history of head trauma with loss of consciousness longer
than 30 min. Table S1 summarizes physiological and neuropsychological
assessment to ensure participants were healthy and were not cognitively
impaired.

Structural MRI. Participants also underwent MRI in a 3.0 T Magnetom Prisma
scanner (Siemens Medical Solutions) using a 32-channel head coil to collect
T1-weighted 3D MPRAGE (TR/TE = 2,400/2.24 ms, 0.8-mm isotropic resolu-
tion) and T2-weighted spin-echo multislice (TR/TE = 3,200/564 ms, 0.8-mm in-
plane resolution). MRI was processed using the minimal preprocessing
pipeline of the Human Connectome Project (56). Specifically, FreeSurfer v5.3
(Martinos Center for Biomedical Imaging; https://surfer.nmr.mgh.harvard.
edu/) was used for anatomical data segmentation. In addition, each MRI
image underwent gradient distortion correction, field map processing,
spatial normalization to the stereotactic space of the Montreal Neurological
Institute (MNI) with 2-mm isotropic resolution, and brain masking using
routines from University of Oxford’s Center for Functional Magnetic Reso-
nance Imaging of the Brain Software Library release 5.0 (https://fsl.fmrib.ox.
ac.uk/fsl/fslwiki). FreeSurfer segmentation (‘wmparc.nii’) in the MNI space
was used for generating a subject-specific mask of the hippocampus (label
numbers: 17 and 53 for left and right hippocampus, respectively).

PET Data Acquisition. The PET scans were performed using a high-resolution
research tomography Siemens scanner on two separate scan days with FBB.
FBB was injected through an intravenous catheter in about 1 min using a
Harvard pump. Dynamic scanning started immediately after FBB in-
jection, with 1.23-mm isotropic resolution using list-mode acquisition.
During the PET imaging procedures, the participants rested quietly under
dim illumination. To ensure that subjects did not fall asleep, they were
monitored throughout the procedure and asked to keep their eyes open
(no fixation cross). Information about head movement was collected
using a cap with small light reflectors and a Polaris Vicra (Northern Digital)
head-tracking system to minimize motion-related image blurring. Before
FBB injection, a transmission scan was obtained using cesium-137 to correct
for attenuation.

FBB-PET Scans. Each participant underwent two FBB-PET scans to measure
ABB, one scan on a day following RW and another scan on a day following a
night of SD. For this purpose, participants stayed overnight at the Clinical
Center at the NIH before their scheduled SD or RW scans. For the SD condition,
participants were instructed to wake up at 8:00 AM on the morning before
the SD night. Upon arrival, participants were continuously accompanied by a
nurse to ensure that they stayed awake for the SD condition during their stay.
For the RW conditions, nurses observed whether patients were asleep every
hour from 10:00 PM to 7:00 AM. On the day of RW, the participants were
woken up at 7:00 AM. On both days, participants remained under supervision
of the nurse and were brought to the PET imaging center before the scan,
which started around 1:30 PM. Thus, participants remained awake for a total
of about 31 h (including the scan length) during the SD condition. No food
was given after midnight and caffeinated beverages were discontinued 24 h
before the study. Patients had a light breakfast and lunch on the scan day. The
order of RW and SD scans was counterbalanced across subjects and were, on
average, 15 d apart (standard deviation = 19 d). In preparation for the scans,
a catheter was placed for radiotracer injection. Dynamic scanning started
right after intravenous injection of about 9.5 mCi (or less) of FBB, which
lasted for 120 min. During FBB scans, participants were encouraged to listen
to music to stay awake.

PET Data Analysis. FBB uptake in the brain was quantified using the SUVr
using the whole cerebellum as reference region for images obtained from
later time points (90–110 min) (57, 58). We chose the SUVr method given the
recent evidence (for a radiotracer from the same family as FBB) that the
SUVr approach of estimating tracer accumulation, relative to other non-
invasive kinetic modeling approaches, had one of the highest correlations,
with arterial input compartment modeling results (R2 = 0.95), and had
comparable accuracy, while maintaining much simpler modeling require-
ments and not suffering from voxel-level noise on model fitting (59). Despite
the concern that SUVr estimates of radiotracer accumulation are affected by
confounds such as blood-flow changes, recent work has suggested a limited
influence of blood-flow changes on FBB SUVr measures obtained from the
later time points, similar to the range used in our study (i.e., 90–110 min)
(52). SUVr images for FBB were coregistered with individual subjects’ T1-
weighted images and resampled into 2-mm isotropic resolution before be-
ing transformed into the MNI space using the same normalization param-
eters that were generated for T1-weighted (and T2-weighted) images. For
statistical parametric mapping, images were smoothed with a 4-mm kernel
and masked at 0.5 SUVr to remove voxels outside the brain. We also per-
formed a follow-up BPnd analysis to address the concern that FBB SUVr
might have been affected by confounds, such as changes in blood flow and
tracer clearance properties (52, 60). Specifically, regional BPnd was
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calculated using a noninvasive simplified reference tissue model (SRTM) (61,
62) that was fitted to the time activity curve (0–120 min) derived from the
subcortical cluster showing a significant effect of SD on FBB SUVr (Fig. 1A).
We also corroborated SRTM-based BPnd findings using the reference Logan
approach (Fig. S2) (59, 63). Kinetic modeling of dynamic PET data was per-
formed in the PMOD Kinetic Modeling Tool v3.605 (PMOD Technologies).
For consistency with the SUVr approach, the whole cerebellum was used as
the reference region for the BPnd analyses.

Pittsburgh Sleep Quality Index. The PSQI questionnaire (64) was administered
to all participants (n = 20). For the analyses, we used the number of SH and
the TS quality score from the PSQI, because prior studies have linked these
sleep measures to brain ABB (6, 65, 66). While SH is a self-report of partici-
pants’ SH at night (excluding times spent awake in bed), TS is a composite of
scores of sleep quality, latency, hours, efficiency, medication, disturbances
because of one’s health or sleep partners, and daytime life quality (lower TS
indicates better sleep quality).

APOE Genotyping. SNPs of the APOE gene (rs7412 and rs429358) have been
shown to influence brain glucose metabolism and ABB (67, 68). Accordingly,
in all participants we genotyped rs7412 and rs429358 SNPs of APOE and
computed a log of ORAD for each participant, following the methods of a
previous study (69), normalized relative to the population risk for AD. We
used ORAD to evaluate whether APOE influenced the association between
sleep and ABB.

Mood Questionnaires. Mood questionnaires were collected periodically (five
times) throughout the RW and SD scans in 18 of the 20 participants. Ques-
tionnaires were acquired at least an hour apart, prior (three measures),
during (one measure), and after (one measure) the PET scans. On a scale of 0–
10, subjects rated whether they felt alert, tired, hungry, friendly, happy, sad,
anxious, irritable, social, confused, bored, comfortable, energetic, caffeine
craving, and difficulty staying awake. The scores across the five time-points

were averaged for each mood measure for each scan day. The first principle
component of the standardized SD–RW difference scores for the 15 self-
report mood measures was computed to summarize the change in mood
from RW to SD into one component. This component accounted for 35.5%
of the variance of the mood change measures (SD–RW) and was positively
correlated with changes in ratings of feeling alert, friendly, happy, social,
and energetic (P < 0.01, two-tailed), and negatively correlated with changes
in ratings of feeling tired, anxious, and irritable from RW to SD (P < 0.01,
two-tailed). Higher scores along this component reflected positive changes
in mood from RW to SD.

Statistical Parametric Mapping. SPM8 (Wellcome Trust Centre for Neuro-
imaging) (70) was used for performing a voxelwise paired t test between SD
and RW in FBB SUVr and voxelwise correlation between behavioral or
genotyping measures and PET data. All effects were thresholded at P ≤
0.015 in SPM8 and a minimum cluster size of 300 voxels (2-mm isotropic). We
chose this threshold based on the low sensitivity of FBB to soluble Aβ (28),
but effects were corrected for multiple comparisons for cluster size using the
random field theory (71) (family-wise error, FWE), or unless indicated, with
false-discovery rate (FDR) in SPM8.

Data Availability. Subject-level measures used in the manuscript are available
in Dataset S1. Please contact corresponding authors for additional
information.
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Study Objectives: To investigate the effects of sleep restriction (7 nights of 5 h time in bed [TIB]) on cognitive performance, subjective sleepiness, and 
mood in adolescents.
Methods: A parallel-group design was adopted in the Need for Sleep Study. Fifty-six healthy adolescents (25 males, age = 15–19 y) who studied in top 
high schools and were not habitual short sleepers were randomly assigned to Sleep Restriction (SR) or Control groups. Participants underwent a 2-w 
protocol consisting of 3 baseline nights (TIB = 9 h), 7 nights of sleep opportunity manipulation (TIB = 5 h for the SR and 9 h for the control groups), and 3 
nights of recovery sleep (TIB = 9 h) at a boarding school. A cognitive test battery was administered three times each day.
Results: During the manipulation period, the SR group demonstrated incremental deterioration in sustained attention, working memory and executive 
function, increase in subjective sleepiness, and decrease in positive mood. Subjective sleepiness and sustained attention did not return to baseline 
levels even after 2 recovery nights. In contrast, the control group maintained baseline levels of cognitive performance, subjective sleepiness, and mood 
throughout the study. Incremental improvement in speed of processing, as a result of repeated testing and learning, was observed in the control group but 
was attenuated in the sleep-restricted participants, who, despite two recovery sleep episodes, continued to perform worse than the control participants.
Conclusions: A week of partial sleep deprivation impairs a wide range of cognitive functions, subjective alertness, and mood even in high-performing 
high school adolescents. Some measures do not recover fully even after 2 nights of recovery sleep.
Commentary: A commentary on this article appears in this issue on page 497.
Keywords: adolescents, cognitive performance, mood, partial sleep deprivation, sleepiness
Citation: Lo JC, Ong JL, Leong RL, Gooley JJ, Chee MW. Cognitive performance, sleepiness, and mood in partially sleep deprived adolescents: the 
need for sleep study. SLEEP 2016;39(3):687–698.

INTRODUCTION
Sleep curtailment in adolescents is a serious problem in many 
societies, but insufficient action is being taken to stem this tide. 
Approximately 75% of adolescents in the US1 and more than 
90% in Korea2 and Japan3 sleep less than the recommended 
8–10 h a night.4 Previously, the maturational delay in bed-
time combined with early morning school were the principal 
reasons for shortened sleep in adolescence.5 In recent years, 
increased electronic media use, higher homework load, and 
reduced parental control have contributed to further sleep cur-
tailment in this age group.6 In highly competitive societies in 
East Asia where voluntary sleep curtailment is most prevalent, 
there is widespread belief that greater effort and more time 
spent studying, perhaps at the expense of sleep, is mandatory 
for acceptable academic performance.7 This viewpoint is sus-
tained by the higher scores achieved on standardized tests by 
students from East Asian countries8 who, on average, sleep 1 
to 2 h less than their European9,10 or Australian10 counterparts. 
Although three decades of observational and experimental 
studies on sleep curtailment in adolescents have provided 
clear evidence for increased daytime sleepiness, the case for 
objective cognitive performance degradation following par-
tial sleep deprivation has been less compelling,6,11 prompting 
the current study.

pii: sp-00462-15 ht tp://dx.doi.org/10.5665/sleep.5552

Significance
Some of the world’s most sleep deprived students live in East Asia where students excel in standardized academic tests. This might reinforce the notion 
that ‘mind over matter’ can overcome negative effects of chronic sleep restriction. We found that in adolescents, partial sleep deprivation of comparable 
duration and severity to that examined in studies on young healthy adults elicited equivalent or greater neurobehavioral deficits across several cognitive 
domains. Residual effects on sustained attention, speed of processing, and subjective alertness can still be observed even after 2 nights of recovery 
sleep. That even students from top high schools are susceptible to neurobehavioral deficits should cause policymakers and parents to reconsider if sleep 
should continue to be sacrificed for the sake of academic achievement.

Effects of Partial Sleep Deprivation on Subjective Sleepiness 
and Mood
Sleep restricted adolescents have been consistently found to 
be more sleepy. Results of observational studies have revealed 
shorter sleep duration to be associated with higher levels of 
subjective sleepiness.12,13 Moreover, experimental studies have 
shown that just 1 night of 4- to 5-h sleep opportunity reduces 
sleep latency in the Multiple Sleep Latency Test14–16 and in-
creases levels of subjective sleepiness.15 After 5 nights of 6.5 h 
of time in bed (TIB), higher levels of subjective sleepiness have 
been corroborated by parental assessment.17

Short sleep duration has also been associated with greater 
emotional lability.18 Compared to a well-rested condition, 2 
nights of sleep restriction lowered self-reported positive af-
fect.19 Elevated negative affect ratings were observed after 5 
nights of restriction to 6.5 h of TIB for sleep.20

Cognitive Consequences of Partial Sleep Deprivation
In comparison to adults, the effects of shortened sleep on 
objectively measured cognitive performance in children and 
adolescents have been found to be relatively modest, leading 
some to suggest that adolescents may be more resistant to sleep 
loss.21 Although several observational studies have found that 
speed of processing, sustained attention, working memory, 

D
ow

nloaded from
 https://academ

ic.oup.com
/sleep/article-abstract/39/3/687/2454041 by guest on 08 D

ecem
ber 2018



SLEEP, Vol. 39, No. 3, 2016 688 Sleep and Cognition in Adolescents—Lo et al.

and executive function are poorer in children and adolescents 
who report shorter sleep,22–24 other studies have failed to find 
a significant relationship between sleep duration and speed of 
processing,23,25 working memory, or executive function.12,23,25

Experimental studies on the cognitive consequences of par-
tial sleep deprivation in children and adolescents have yielded 
heterogeneous findings, possibly because of differences in the 
extent of partial sleep deprivation and the cognitive tasks used 
across studies. In relation to partial sleep deprivation, both 
the severity of sleep restriction each night and the number of 
nights sleep was restricted have generally been lesser than in 
adult studies. Most partial sleep deprivation studies in chil-
dren and adolescents have either reduced TIB by only 1 h for a 
few nights26 or have restricted sleep opportunity to 4 to 5 h for 
only 1 night.14–16,27 Although partial sleep deprivation has been 
observed to impair attention,26 working memory,26 executive 
function,16 and verbal creativity16 in some studies, others have 
not found any significant decrement in attention,14,15,27 execu-
tive function,27 or speed of processing.14,16,26

Two studies investigated the cognitive effects of a longer pe-
riod of sleep restriction. In one, 5 nights of sleep restricted to 6.5 
h TIB resulted in increased student and parent reports of inat-
tention, as well as problems with metacognition.17 However, in a 
subset of these participants who underwent functional magnetic 
resonance imaging, the investigators found no objective deficit 
in working memory or executive function. These adolescent 
participants might have modulated task-related activation to 
mitigate any potentially deleterious effects of sleep restriction.28

In a second study,21 participants restricted to 5, 6, 7, 8, or 
9 h of TIB for 4 nights did not exhibit any deficit in attention, 
speed of processing, executive function, or working memory. 
Although total sleep time (TST) was reduced in each of the 
sleep-restricted groups, the duration of slow wave sleep was not 
affected, leading the investigators to propose that adolescents 
may be resilient to cognitive impairment following substantial 
sleep restriction because of the preservation of slow wave sleep.21

A recent meta-analysis29 on both observational and ex-
perimental studies found that in school-age children, the 
correlation between short sleep duration and poor cognitive 
performance was very modest (r = 0.08). When various cogni-
tive domains were analyzed separately, shorter sleep duration 
was only modestly associated with poorer executive function, 
and not at all with sustained attention – a cognitive domain 
highly sensitive to partial sleep deprivation in adults.30,31

In the current study, we evaluated the effect of 7 nights of 
partial sleep deprivation on adolescents, seeking to fill gaps 
left by previous studies. First, we recruited students from top 
high schools – the type of students many lay persons expect to 
transcend the need for sleep when motivated to attain desired 
goals. Second, the modest effects of partial sleep deprivation 
in prior experiments could have resulted from insufficiently 
severe sleep restriction compared to similar studies in adults. 
In addition, these milder degrees of sleep restrtiction are not 
representative of the sleep schedules encountered by students 
living in highly competitive societies. To examine this possi-
bility, sleep was restricted to 5 h TIB for 7 consecutive nights. 
Third, to facilitate comparison with similar studies on adults, 
our test battery comprised tests commonly used in adults. An 

example is the Psychomotor Vigilance Task (PVT),32 which is 
widely used in sleep deprivation studies on adults33 but has not 
been used in studies on children and adolescents. Fourth, to 
enhance ecological validity of our findings, the current study 
was conducted in a dormitory instead of in a sleep laboratory. 
Although a natural setting was used, the instrumentation, tests, 
and test frequency were similar to those used in laboratory-
based studies. In particular, sleep was evaluated using both 
actigraphy and polysomnography (PSG).

METHODS

Participants
Sixty participants were invited to participate in the Need for 
Sleep Study, a 2-w protocol aimed at characterizing changes 
in cognitive performance, subjective sleepiness, and mood as-
sociated with sleep curtailment in adolescents. Participants 
were between 15 and 19 y of age; had to have no history of 
any chronic medical condition, psychiatric illness, or sleep 
disorder; had a body mass index ≤ 30; were not habitual short 
sleepers (i.e. had an average actigraphically estimated TIB 
of < 6 h and no sign of sleep extension on weekends); had to 
consume fewer than five cups of caffeinated beverages a day; 
and must not have traveled across more than two time zones 1 
mo prior to the experiment.

Participants were randomized into the sleep restriction (SR) 
and the control groups. They were not informed about their 
grouping until the first day of the 2-w protocol. Two partici-
pants withdrew several days prior to the study and one during 
the study for personal reasons. One participant did not comply 
with the experimental procedures and was excluded from all 
the analyses.

The resulting sample consisted of 56 participants (25 males, 
mean ± standard deviation of age = 16.6 ± 1.1 y). The SR 
(n = 30) and the control groups (n = 26) did not differ in age, 
sex distribution, body mass index, consumption of caffeinated 
beverages, nonverbal intelligence, levels of anxiety and de-
pression, morningness-eveningness preference, levels of day-
time sleepiness, symptoms of chronic sleep reduction, global 
score of the Pittsburgh Sleep Quality Index, and self-reported 
and actigraphically assessed sleep habits (Table 1; refer to the 
next section for details of screening instrumentation). Data 
from actigraphy during term time indicated that on weekdays, 
these participants slept less than the recommended 8–10 h,4 
and TIB and TST increased by more than 2 h from weekdays 
to weekends (Table 1).

Recruitment and Screening
This study was approved by the Institutional Review Board 
of the National University of Singapore. Participants were re-
cruited through sleep education talks in two high-ranking high 
schools (see endnote A), advertisements on the laboratory and 
social networking websites, as well as by word of mouth. All 
interested participants and their legal guardians were invited 
to attend a briefing session. Written informed consent was ob-
tained from each participant and a legal guardian.

The Pittsburth Sleep Quality Index34 was used to assess 
self-reported sleep timing, duration, and quality, whereas the 
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Morningness-Eveningness Questionnaire35 evaluated morn-
ingness-eveningness preference. Participants completed the 
Chronic Sleep Reduction Questionnaire36 to evaluate symptoms 
of chronic sleep restriction, the Epworth Sleepiness Scale37 to 
examine levels of daytime sleepiness, and the Berlin Question-
naire38 to screen for obstructive sleep apnea. The Beck Anxiety 
Inventory39 and the Beck Depression Inventory40 were used to 
probe for anxiety and depression respectively. Nonverbal in-
telligence was assessed using the Raven’s Advanced Progres-
sive Matrices.41 Participants wore an actiwatch (Actiwatch 2, 
Philips Respironics, Inc., Pittsburg, PA) for 1 w during term 
time to evaluate sleep patterns. They also filled in a sleep diary 
during that week, which provided additional information for 
identifying bedtime and wake time on the actogram.

Each participant who met the inclusion criteria was inter-
viewed by JCL or RLL to ensure they would be comfortable 
interacting with other participants and research staff, as well 
as living away from home during the 2-w study period.

Two-Week Study Protocol
One week prior to the study, participants were required to ad-
here to a sleep-wake schedule that provided a 9-h nocturnal 
sleep opportunity (23:00–08:00). This was verified using 
wrist-worn actigraphy and was intended for circadian entrain-
ment and for minimizing any effect of prior sleep restriction on 
sleep and cognitive performance.

The 2-w protocol (Figure 1A) was conducted in a boarding 
school after the school year had ended. In the first 3 nights 
(B1–B3), both SR and control participants had a 9 h nocturnal 
sleep opportunity (23:00–08:00) for adaptation and baseline 
characterization purposes. This was followed by a 7-night ma-
nipulation period (M1–M7) in which the SR group had 5 h 
(01:00–06:00) and the control group had 9 h (23:00–08:00) 
sleep opportunities. The protocol ended with 3 nights of 9-h 
recovery sleep (R1–R3: 23:00–08:00) for both groups.

All participants slept in twin-share, air-conditioned rooms, 
each with its own en-suite bathroom. Males and females were 

Table 1—Characteristics for the sleep restriction and the control groups.

Sleep Restriction Group Control Group
t / χ2 PMean SD Mean SD

n 30 – 26 – – –
Age (y) 16.43  0.94  16.81 1.17 1.33 0.19
Sex (% males) 46.70 –  42.30 – 0.11 0.74
Body mass index 20.43  2.88  20.38 2.55 0.07 0.94
Caffeinated drinks per day  0.75  0.55  0.54 0.79 1.18 0.25
Raven’s Advanced Progressive Matrices score  9.77  1.98  10.38 1.06 1.43 0.16
Beck Anxiety Inventory score  7.80  6.45  6.58 4.83 0.79 0.43
Beck Depression Inventory score  6.90  5.49  5.19 4.68 1.24 0.22
Morningness-Eveningness Questionnaire score 47.90  7.43  49.96 7.15 1.05 0.30
Epworth Sleepiness Scale score  7.77  3.59  6.19 3.57 1.64 0.11
Chronic Sleep Reduction Questionnaire
 Total score 34.50  5.77  33.81 5.13 0.47 0.64
 Shortness of sleep 12.37  2.39  12.50 2.30 0.21 0.83
 Irritation  6.97  1.85  6.77 1.58 0.43 0.67
 Loss of energy  7.43  1.94  7.00 1.65 0.89 0.38
 Sleepiness  7.73  1.66  7.54 1.75 0.43 0.67
Pittsburgh Sleep Quality Index
 TIB on weekdays (h)  6.12  1.03  5.94 1.14 0.63 0.54
 TIB on weekends (h)  8.70  1.23  9.20 1.30 1.50 0.14
 TIB on average (h)  6.86  0.87  6.87 0.87 0.07 0.95
 TST on weekdays (h)  5.91  1.02  5.78 1.15 0.45 0.66
 TST on weekends (h)  8.48  1.24  9.04 1.30 1.65 0.11
 TST on average (h)  6.64  0.87  6.71 0.88 0.28 0.78
 Global score  5.17  2.32  4.58 2.58 0.90 0.37
Actigraphy
 TIB on weekdays (h)  6.40  0.94  6.09 0.85 1.24 0.22
 TIB on weekends (h)  8.46  1.08  8.45 1.25 0.99 0.99
 TIB on average (h)  6.98  0.72  6.76 0.77 1.08 0.29
 TST on weekdays (h)  5.61  0.86  5.37 0.73 1.11 0.27
 TST on weekends (h)  7.46  1.10  7.53 1.14 0.21 0.84
 TST on average (h)  6.14  0.66  5.99 0.62 0.89 0.38
 Sleep efficiency (%) 87.86  5.46 88.45 4.66 0.42 0.68

SD, standard deviation; TIB, time in bed; TST, total sleep time.
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housed in different buildings. The SR and the control groups 
were housed on different floors. Windows in each bedroom 
were fitted with blackout panels to prevent participants from 
being woken up by sunlight. Participants were provided with 
earplugs and allowed to adjust room temperature according 
to their own comfort. Apart from scheduled sleep periods, 
meal times, and cognitive testing periods, participants spent 
most of their time in a common room that received natural 
as well as artificial lighting. Participants were allowed to play 
board games, read, study, watch movies, and play games on 
their own electronic devices, in addition to interacting with 
research staff and other participants. Participants were under 
constant supervision of the research staff. Three main meals 
were served each day, and snacks were provided upon request. 

Caffeinated drinks, napping, and strenuous physical exercise 
were prohibited.

Sleep-wake patterns were continuously assessed with wrist-
worn actigraphy, except for the first night, i.e. night B1, when 
all the actiwatches were charged. Each day, a computerized 
cognitive performance test battery was administered at 10:00, 
15:00, and 20:00 (except for the first day [i.e. day B0]; Figure 1; 
see endnote B). Polysomnographic recordings were obtained 
on 7 nights: B1 and B3 for adaptation and baseline assessment, 
M1, M4, and M7 to monitor sleep changes from the begin-
ning to the end of the manipulation period, and R1 and R3 
for characterizing recovery sleep. Pulse oximetry was used on 
the first night to evaluate oxygen desaturations that might indi-
cate undiagnosed obstructive sleep apnea. Here, we will report 

Figure 1—(A) Experimental protocol. The 2-w experimental protocol is illustrated in a double raster plot. Both the sleep restriction (SR) and the control 
groups had three adaptation and baseline nights (B1 to B3; time in bed [TIB] = 9 h), followed by 7 nights of sleep opportunity manipulation (M1 to M7; 
TIB = 5 h for SR [black bars] and 9 h for control [gray bars]), and 3 nights of recovery sleep (R1 to R3; TIB = 9 h). On most days, a cognitive performance 
test battery (purple bars) was administered at 10:00, 15:00, and 20:00. (B) Actigraphically and (C) polysomnographically assessed total sleep time (TST) 
of the SR (red lines) and the control (blue lines) groups from the adaptation and baseline period to the manipulation and recovery periods. Standard errors 
are illustrated. **P < 0.01; ***P < 0.001 for group contrasts.
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findings regarding TST, whereas the sleep macrostructure and 
microstructure findings will be published separately.

Cognitive Performance Test Battery
A computerized cognitive performance test battery was ad-
ministered on 57 identical laptop computers (Acer Aspire E11, 
Acer Inc, Taipei, Taiwan). All tests were programmed in E-
Prime 2.0 (Psychology Software Tools, Inc., Sharpsburg, PA). 
Each test battery lasted for approximately 25 min. Participants 
were required to wear earphones throughout the test battery to 
minimize distractions and for tone presentation during certain 
tasks. The test battery comprised 7 tasks presented in the fol-
lowing order: the Karolinska Sleepiness Scale (KSS)42 the Sus-
tained Attention to Response Task (SART),43 the Symbol Digit 
Modalities Test (SDMT),44 the verbal 1 and 3-back tasks,31 the 
Mental Arithmetic Test (MAT),45 the Positive and Negative Af-
fect Scale (PANAS),46 and the PVT.32

In the KSS,42 participants rated their current level of subjec-
tive sleepiness using a nine-point Likert scale (1 very alert, 9 
very sleepy, great effort to keep awake).

The SART43 was used to assess sustained attention. Num-
bers ranging from 0 to 9 were presented sequentially on the 
screen for 250 msec, and participants were required to re-
spond by pressing the spacebar on every trial, except when the 
target number ‘8’ appeared. The target to non-target ratio was 
15:85, and the inter-stimulus interval was fixed at 900 msec. 
Two nonparametric measures of sensitivity (A’ ) and response 
bias (B”D) were used to quantify performance. A’ is a mea-
sure of a participant’s ability to discriminate between targets 
and non-targets, and is computed using the hit rate (number 
of non-target trials responded to × 100/85) and false alarm 
rate (number of target trials responded to × 100/15). A’ ranges 
from 0 to 1, with 0.5 indicating performance at chance level. 
B”D is a measure of a participant’s tendency toward liberal 
(B”D < 0) or conservative (B”D > 0) response behavior, where 
the former favors more responses and so is more likely to 
lead to responses when they are not required; the latter favors 
withholding responses, and as a result is less likely to result 
in false alarms when responses are not required. Neutrality is 
centered at 0 (B”D = 0).

The two measures were derived with the following 
formula.47,48

For hit > fa,  A’ =     +1
2

(hit − fa) × (1 + hit − fa)
4 × hit × (1 − fa)

For fa > hit,  A’ =     +1
2

(fa − hit) × (1 + fa − hit)
4 × fa × (1 − hit)

B”D = (1 − hit) × (1 − fa) − (hit × fa)
(1 − hit) × (1 − fa) + (hit × fa)

The SDMT44 was used to measure speed of processing. In this 
task, participants were shown a key displaying nine pairs of 
digits and symbols. On every trial, a symbol appeared below 
the key, and participants were required to respond by inputting 
its corresponding digit (ranging from 1 to 9 on the keyboard) 
as quickly as possible. If participants did not respond in 15 sec, 
a beeping tone was presented until a response was recorded. 

This task lasted for 2 min. The total number of correct trials 
was used as the critical measure.

Verbal n-back tasks31 were used to assess working memory 
and executive function. In this task, alphabets were presented 
sequentially for 1,000 msec with 3,000 msec inter-stimulus in-
terval. Participants were required to decide whether the current 
stimulus matched with the one shown one (1-back) or three (3-
back) items ago. The match to mismatch ratio was 8:24. We 
used the formulas stated above to derive measures of sensi-
tivity (A’ ) and response bias (B”D) to quantify performance.

The MAT45 was used to measure speed of processing. This 
took the form of addition problems involving pairs of two-digit 
numbers that were shown on screen, and participants were re-
quired to solve them as quickly as possible. A beeping tone 
was presented if participants did not respond within 15 sec. 
The total number of correct trials in this 4-min task was used 
as the critical measure.

The PANAS46 was used to assess positive and negative af-
fect. Participants were shown 20 adjectives with 10 describing 
positive mood and 10 describing negative mood. Participants 
needed to respond using a five-point Likert scale (1 very 
slightly, 5 extremely).

A 10-min PVT32 was used to measure levels of sustained at-
tention. At random intervals varying from 2,000 msec to 10,000 
msec, a counter on the computer screen started counting, and 
participants were required to respond as quickly as possible by 
pressing a key. A beeping tone was presented if no response 
was detected 10,000 msec after stimulus onset. The number of 
lapses (responses exceeding 500 msec) recorded during each 
PVT test was used as a measure of sustained attention.

Actigraphy
Participants wore an actiwatch (Actiwatch 2, Philips Respi-
ronics, Inc., Pittsburgh, PA) around the wrist of their non-dom-
inant hand during term time for screening purposes, during 
the 1-w pre-study period for verifying their compliance with 
the specified sleep schedule, as well as during the 2-w pro-
tocol. Data were collected at 2 min resolution and were scored 
with the Actiware software (version 6.0.2). TST was calculated 
using a medium sensitivity algorithm, with which an activity 
count greater than or equal to 40 was defined as waking. Par-
ticipants also kept a sleep diary during the actigraphically 
monitored periods at home.

Polysomnography
Electroencephalography (EEG) was performed using a SOM-
NOtouch recorder (SOMNOmedics GmbH, Randersacker, 
Germany) from two channels (C3 and C4 in the international 
10–20 system) referenced to the contralateral mastoids. The 
common ground and reference electrodes were placed at Cz 
and FPz. Electrooculography (EOG) and submental elec-
tromyography (EMG) were also used. Impedance was kept 
below 5 kΩ for EEG electrodes and below 10 kΩ for EOG 
and EMG electrodes. Signals were sampled at 256 Hz and fil-
tered between 0.2 and 35 Hz for EEG and between 0.2 and 10 
Hz for EOG.

Sleep scoring analyses were performed using the FASST 
toolbox (http://www.montefiore.ulg.ac.be/~phillips/FASST.html). 
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EEG signals were band-pass filtered between 0.2 and 25 Hz. 
Scoring was performed visually by trained technicians following 
the criteria set by the American Academy of Sleep Medicine 
Manual for the Scoring of Sleep and Associated Events.49

Statistical Analyses
Statistical analyses were performed with SAS 9.3 (SAS Insti-
tute, Cary, NC). We used a general linear mixed model with 
PROC MIXED to determine the effects of group, day (from 
day B3 to R2), and the group × day interaction on cognitive 
performance, sleepiness, and mood averaged across the three 
test batteries each day. We included performance on day B2 
(see endnote C) as a covariate to control for group differences 
in baseline performance. To quantify the local effect size of 
partial sleep deprivation on each measure, we used a similar 
statistical model but excluded the recovery days to compute 
Cohen f 2 of the group × day interaction.50 The cutoffs for small, 
medium, and large effect sizes were 0.02, 0.15, and 0.35, re-
spectively.51 We excluded data from the first five test batteries 
on days B0 and B1 in all the analyses to minimize influence of 
practice effects.

To assess the efficacy of our manipulation of sleep opportu-
nities, we also used a general linear mixed model to determine 
the effects of group, day (from night B2 to R3 for actigraphic 
data, and from night B3 to R3 for PSG data), and group × day 
interaction on TST. PSG data from night B1, i.e., the adapta-
tion night, was not included in the analysis. To ensure that 
the two groups followed the 9-h sleep schedule and did not 
differ in sleep duration the week prior to the 2-w protocol, we 
performed independent-samples t tests on actigraphically esti-
mated TIB and TST.

RESULTS

Sleep Duration before and during the Protocol
One week before the 2-w protocol, both groups complied with 
the 9-h sleep schedule at home (mean ± standard error of the 
mean of TIB of the SR group: 8.78 ± 0.07 h versus control 
group: 8.84 ± 0.04 h, t(53) = 0.68, P = 0.50). There was no 
significant group difference in actigraphically estimated TST 
(SR: 6.89 ± 0.16 h versus control: 6.94 ± 0.11 h, t(53) = 0.25, 
P = 0.80), suggesting that sleep history did not differ between 
the two groups. The actigraphically estimated TST of 6.9 h 
appears short but is readily explained by actigraphy underes-
timating TST by approximately 1 h relative to PSG (see next 
section). As such, it is likely that our participants were well 
rested prior to the study.

We found that (1) the SR and the control groups had similar 
TST at baseline, (2) the partial sleep deprivation manipulation 
resulted in a large reduction in daily TST, and (3) the SR group 
had greater TST during the recovery nights. In the ensuing 
material, we provide a detailed breakdown of these points.

Actigraphy during the 2-w protocol revealed a significant 
group × day interaction on TST (F(11,466) = 54.58, P < 0.001). 
The two groups had similar actigraphically estimated TST on 
baseline nights (e.g., on B3, SR: 6.98 ± 0.15 h versus control: 
7.24 ± 0.16 h, P = 0.23). During the manipulation period, TST 
was reduced to 4.01–4.41 h in the SR group and remained at 

approximately 7 h for the control group (Figure 1B). On the 
first 2 recovery nights, the SR group slept for 7.61 ± 0.15 h and 
7.46 ± 0.15 h respectively, both longer than the last baseline 
night (P < 0.001 and P = 0.008) and significantly longer than 
the control group (R1: 7.02 ± 0.16 h, P = 0.01; R2: 6.78 ± 0.16 h, 
P = 0.002). On the third recovery night, TST of the SR group 
approached baseline level (P = 0.07), and the group difference 
disappeared (6.62 ± 0.16 h versus 6.38 ± 0.16 h, P = 0.23).

Actigraphy underestimated sleep duration by approxi-
mately 1 h relative to PSG. This systematic bias was less 
with higher sleep efficiency (i.e., as TST approached TIB) 
(Figure S1, supplemental material), and this was indepen-
dent of the duration of sleep opportunity (TIB). Nevertheless, 
polysomnographic assessment of TST in response to sleep 
curtailment was, in general, congruent with the actigraphy 
findings (Figure 1C). The group × day interaction was statisti-
cally significant on TST (F(5,179) = 572.14, P < 0.001). TST in 
the last baseline night did not significantly differ between the 
two groups (SR: 7.95 ± 0.07 h versus control: 8.09 ± 0.07 h, 
P = 0.16). TST was maintained between 7.99 h and 8.18 h for 
the control group. The SR group showed a significant increase 
in TST from the beginning to the middle of the manipulation 
period (4.57 ± 0.07 h and 4.82 ± 0.07 h, P = 0.001). This was 
then maintained until the end of the sleep opportunity manipu-
lation period (4.81 ± 0.07 h). In the first recovery night, not only 
was the SR group’s TST significantly longer than the control 
group’s (8.58 ± 0.07 h versus 8.09 ± 0.07 h, P < 0.001), it was 
significantly elevated from the baseline level (P < 0.001). On 
the third recovery night, TST of the SR group remained above 
baseline (P = 0.004) and significantly longer than the control 
(8.19 ± 0.07 versus 7.85 ± 0.08 h, P = 0.001).

Effects of Partial Sleep Deprivation on Subjective Sleepiness, 
Cognitive Performance, and Mood
Cognitive performance, subjective sleepiness, and mood in 
the SR group were affected by partial sleep deprivation, as 
evidenced by a decrement in performance or reduced rate of 
improvement. Two nights of recovery sleep were insufficient 
to return performance to baseline levels on measures of sus-
tained attention and subjective sleepiness (Figure 2). Although 
recovery sleep might have restored performance improvement 
in speed of processing tasks, performance of individuals with 
prior sleep restriction remained poorer than the well-rested 
control group. In general, the control group showed relatively 
stable cognitive performance, levels of subjective sleepiness, 
and mood throughout the protocol.

In evaluating sustained attention, we found a group × day 
interaction on the number of lapses in the PVT (F(9,456) = 9.09, 
P < 0.001). The SR group showed a monotonic increase in 
the number of lapses throughout the partial sleep deprivation 
period. The number of lapses was significantly reduced after 
the first recovery sleep episode (P < 0.001), but remained el-
evated relative to baseline after the first two nights of recovery 
sleep (P < 0.001; left panel in Figure 2A). Performance on the 
SART was less affected by partial sleep deprivation. Although 
the group × day interaction was also significant for A’ in the 
SART (F(9,457) = 2.02, P = 0.04), a noticeable decrease in 
A’ was found only after 4 nights of partial sleep deprivation. 
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Figure 2—Effects of partial sleep deprivation on cognitive performance, subjective sleepiness, and mood. Daily average and standard errors of the sleep 
restriction (SR) (red lines) and the control (blue lines) groups from the days after the last baseline night (B3), after 1 to 7 nights of sleep manipulation (M1 
to M7), and after 2 nights of recovery sleep (R1 and R2) were plotted for (A) sustained attention as indicated by the number of lapses in the Psychomotor 
Vigilance Task (PVT) and the sensitivity measure (A’ ) in the Sustained Attention to Response Task (SART), (B) working memory and executive functions as 
indicated by A’ in the verbal 1- and 3-back tasks, (C) speed of processing as indicated by the number of correct responses in the Mental Arithmetic Test (MAT) 
and the Symbol Digit Modalities Test (SDMT), (D) subjective sleepiness level as indicated by score on the Karolinska Sleepiness Scale (KSS), and (E) positive 
and negative mood as indicated by the score on the Positive and Negative Affect Scale (PANAS). *P < 0.05; **P < 0.01; ***P < 0.001 for group contrasts.
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Performance returned to baseline levels after only 1 night of 
recovery sleep (P = 0.17; right panel in Figure 2A). This decre-
ment in discriminability between targets and non-targets could 
not be explained by changes in response bias as B”D was not 
affected at all by partial sleep deprivation (group × day interac-
tion: F(9,457) = 1.30, P = 0.23; Figure S2A, supplemental mate-
rial). In terms of effect size, performance in the PVT was the 
most sensitive to partial sleep deprivation of all the tests in this 
study ( f 2 = 1.48; Figure 3). In comparison, the A’ in SART, was 
much less affected by sleep restriction ( f 2 = 0.20; Figure 3).

In terms of working memory and executive function, we 
observed a significant group × day interaction on A’ in the 
verbal 1-back task (F(9,456) = 2.45, P = 0.01). A’ declined after 
4 nights of sleep restriction and returned to baseline levels after 
one recovery sleep episode (P = 0.06; left panel of Figure 2B). 
The group × day interaction on B”D in the verbal 1-back task 
was not statistically significant (F(9,457) = 1.70, P = 0.09), and 
no significant group difference in the tendency toward con-
servative response behavior was observed throughout the pro-
tocol (left panel of Figure S2A). Hence, the decrement in A’ in 
the SR group could not be accounted for by response bias. In 
the verbal 3-back task, there was also a significant group × 
day interaction on A’ (F(9,457) = 3.20, P < 0.001). A’ decreased 
after 4 nights of partial sleep deprivation and returned to base-
line level after 1 night of recovery sleep (P = 0.15; right panel 
of Figure 2B) as observed in the verbal 1-back task. B”D in 
the verbal 3-back task did not reveal a statistically significant 
group × day interaction (F(9,457) = 1.51, P = 0.14; right panel of 
Figure S2B) and hence, could not explain the decrease in A’ in-
duced by sleep loss. The size of the partial sleep deprivation ef-
fect on 1- and 3-back was similar in magnitude ( f 2 = 0.63 and 
0.70; Figure 3), suggesting that cognitive decrement induced 
by partial sleep deprivation did not change with executive load.

In both the MAT and the SDMT, which are tests of speed 
of processing, performance improved with repeated testing, 
but this was attenuated in the SR group relative to the control 
group (group × day interaction for the MAT: F(9,456) = 4.33, 
P < 0.001; for the SDMT: F(9,456) = 4.02, P < 0.001). Interest-
ingly, the largest improvement in both tasks was demonstrated 
by the SR group across the first recovery night (P < 0.001 for 
both tasks; Figure 2D). Nevertheless, after 2 nights of recovery 
sleep, performance of the SR group remained significantly 
poorer than the control group (P < 0.003 for both tasks). Al-
though both speed of processing tasks revealed a similar pat-
tern, performance in the MAT was a more sensitive measure of 
sleep loss than the SDMT ( f 2 = 1.14 and 0.72; Figure 3).

Subjective sleepiness evaluated using the KSS showed a sig-
nificant group × day interaction (F(9,457) = 9.32, P < 0.001). 
KSS score was elevated after only 1 night of partial sleep de-
privation (P < 0.001), progressively increased thereafter, and 
plateaued toward the end of the manipulation period. Although 
KSS score in the SR group decreased after 1 night of recovery 
sleep (P < 0.001), it was still higher than the baseline value 
(P < 0.001) and at the level observed after 1 night of partial 
sleep deprivation (P = 0.61). This remained so even after the 
second recovery night (versus baseline: P < 0.001; versus M1: 
P = 0.65; Figure 2D). The effect of partial sleep deprivation 
on subjective sleepiness was in the medium range ( f 2 = 0.50; 
Figure 3).

We found a significant group × day interaction on positive 
mood (F(9,456) = 4.71, P < 0.001). Positive mood decreased 
progressively during partial sleep deprivation, leveled off to-
ward the end of the manipulation period, and returned to the 
baseline level after 1 night of recovery sleep (P = 0.36; left 
panel of Figure 2E). In contrast, the group × day interaction on 
negative mood was not statistically significant (F(9,457) = 1.15, 
P = 0.33). Negative mood appeared to stay at a low level 
throughout the protocol for both the SR and the control groups 
(main effect of day: F(9,457) = 0.61, P = 0.79; right panel of 
Figure 2E). Effect size measures showed that partial sleep de-
privation had a medium effect on positive affect ( f 2 = 0.17), 
but only a small effect on negative affect ( f 2 = 0.07; Figure 3).

DISCUSSION
Restricting adolescents’ sleep to 5 h TIB for 7 nights led to cu-
mulative degradation of sustained attention, working memory, 
executive function, and speed of processing. In contrast, the 
increase in subjective sleepiness and the reduction in positive 
mood leveled off in the course of the experiment. Residual ef-
fects on sustained attention and subjective sleepiness persisted 
after 2 nights of 9 h recovery sleep opportunity. Adolescents 
in the control condition consistently slept approximately 8 h 
each night, maintained their baseline levels of cognitive per-
formance, subjective sleepiness, and mood, and even demon-
strated improvement in speed of processing.

Partial Sleep Deprivation Affects Even Academically Strong 
Students
Perhaps the most important finding of the current work is 
that even students from top schools who regularly sleep 2 to 
3 h less than recommended for their age on weekday nights 

Figure 3—Effect size of partial sleep deprivation on cognitive 
performance, subjective sleepiness, and mood. Effect size is indicated 
by the local effect size (Cohen f 2) of group × day interaction on 
each cognitive measure (refer to the Methods section for further 
details). KSS, Karolinska Sleepiness Scale; MAT, Mental Arithmetic 
Test; PANAS, Positive and Negative Affect Scale (+, score on the 
positive affect subscale; −, score on the negative affect subscale); 
PVT, Psychomotor Vigilance Task; SART, Sustained Attention to 
Response Task; SDMT, Symbol Digit Modalities Test.
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experience significant neurobehavioral deficits when exposed 
to partial sleep deprivation.

Prior studies on adolescents with perhaps one exception21 
have used less harsh sleep restriction than that used here. Ex-
perimental studies of partial sleep deprivation in adults have 
used 3 to 6 h TIB for a minimum of 7 nights.31,52,53 This con-
stitutes about 2 to 4 h less actual sleep a night, assuming a 
norm of 7 to 8 h.54 For adolescents, studies using 5 h TIB are 
in theory comparable to adult studies. A meta-analysis sum-
marizing sleep duration data in the past century has shown 
that sleep in children and adolescents has decreased by about 
75 min from the 20th century, with Asia showing one of the 
fastest rates of reduction.55 This perhaps can be due to a dis-
proportionately larger amount of time spent on school work 
in East Asia than in Western developed countries.56 A survey 
in Korea involving a nationally representative sample of over 
130,000 adolescents found that 43% reported sleeping less than 
6 h each night.2 Preliminary data from students of one of the 
feeder schools to the current work showed that on average, the 
actigraphically estimated TST was below 5.5 h during week-
days (unpublished data). As such, the severity and duration of 
sleep restriction used here has real-world relevance.

The severity of neurobehavioral deficits we observed in ado-
lescents is comparable to if not greater than that observed with 
adults exposed to a similar degree of partial sleep deprivation. 
For example, young adults showed about 10 lapses in the PVT 
after 7 nights of 4 h TIB,53 whereas an average of 18 lapses were 
found after 7 nights of 5 h TIB in the current study. Although 
many students seek to emulate elite performers who sleep little, 
the current data show that even students from the top per-
forming country in a global test on reading, mathematics and 
science8 are not spared and experience significant neurobehav-
ioral deficits when undergoing partial sleep deprivation.

Sustained Attention is the Most Affected Cognitive Domain, as 
in Adults
Previous studies have suggested that executive function and 
not attention is the cognitive domain most affected in par-
tially sleep deprived children and adolescents.11,16,57 These prior 
studies may not have found strong effects on attention because 
of differences in tests used to measure attention. The PVT is 
the most widely used test of sustained attention in adults. We 
detected monotonic deterioration in vigilance over the 7 nights 
of sleep restriction. The SART was less sensitive ( f 2 = 0.20) 
than the PVT ( f 2 = 1.48; Figure 3) highlighting the differential 
sensitivity to multi-night sleep restriction across tasks evalu-
ating the same cognitive domain.

In terms of effect size, decline in speed of processing was 
the next most affected cognitive domain. This was slightly sur-
prising given the absence of significant effects on this domain in 
prior studies on partial sleep deprivation in children and adoles-
cents.14,16,21,26 As in the case of sustained attention, we speculate 
that difference in task selection and severity of sleep restriction 
could explain these discrepancies. Although 1 night of recovery 
sleep might have restored the learning ability of the SR group, 
their performance failed to catch up with that of the control group. 
Whether additional nights of sufficient sleep can eliminate this 
group difference in performance remains to be investigated.

Working memory and executive function evaluated with 1- 
and 3-back tests were significantly affected by sleep restric-
tion with an effect size of about half of that observed with the 
PVT. Interestingly, there was no additional decline in perfor-
mance with increasing executive load (3 back versus 1 back). 
The absence of an incremental effect of load is similar to that 
observed with adults undergoing partial sleep deprivation31 
as well as visual short term memory and total sleep depriva-
tion58–60 and suggests that perceptual and attentional degrada-
tion61 independently or together with maintenance failure62 
could underlie the performance decline attributed to executive 
function in the sleep deprived state.

Two Nights of Recovery Sleep may not be Enough but 
Cognitive Domain Matters
Two nights of recovery sleep may not be sufficient to achieve a 
complete recovery in sustained attention, speed of processing, 
and alertness after 1 w of relatively severe sleep restriction in 
adolescents. These findings are reminiscent of a study where 
healthy young adults were restricted to 4 h TIB for 5 nights 
and the duration of recovery sleep was varied. Even 10 h of 
recovery sleep for a single night was insufficient to completely 
restore sustained attention to baseline levels, although speed of 
processing was restored.63

Particularly relevant to hard driving students, the residual 
effects of sleep deprivation may cumulate and subsequent ex-
posure to sleep restriction following incomplete recovery may 
result in disproportional decline in performance (Dinges, un-
published data). Relevant to this point, the relative plateauing 
of subjective sleepiness compared to monotonically declining 
sustained attention and reduced improvement in speed of pro-
cessing53,64 could cause adolescents to underestimate the extent 
of their objective neurobehavioral deficit. Of particular concern 
in societies where sacrificing sleep for academic success is 
prevalent is that chronic fatigue becomes a new societal norm.65

Poorer Positive Mood with Sleep Restriction 
A decline in positive mood was observed after 2 nights of sleep 
restriction, similar to one previous study.19 However, unlike 
another study,20 we did not find an effect on negative mood. 
Although negative mood appeared to remain unaffected, many 
students remarked that the test items, e.g., guilty, scared, and 
afraid, were irrelevant to them. Sleep has been shown to 
modulate the processing of emotional memory.66–68 Although 
this may have survival value, it could have negative effects 
on mental health. Indeed, a large behavioral risk factor survey 
found that shorter self-reported sleep duration in adolescents 
was associated with higher likelihood of reporting depressive 
symptoms and suicidal ideation.2

Differences in Adolescent Sleep Assessed by Wrist Actigraphy 
and PSG
The Bland-Altman plot (Figure S1) indicates that when sleep 
efficiency was high (i.e., when TST approached TIB), there was 
overall good concordance between sleep duration measured 
by both actigraphy and PSG, but when sleep efficiency was 
low, there was a systematic underestimation of TST for actig-
raphy. The underlying reasons for the underestimation, rather 
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than overestimation,69 of TST by actigraphy in our sample of 
adolescents and for the increased discrepancy between sleep 
duration assessed by PSG and wrist actigraphy as a function 
of sleep efficiency are unknown and remain to be investigated.

Limitations and Future Studies
Sleep restriction was achieved by delaying bedtime and ad-
vancing wake time by 2 h so that the midpoints were aligned for 
both the sleep periods and the wake periods throughout the pro-
tocol to minimize circadian phase shifting. However, because 
test batteries were run at the same clock times, the duration of 
preceding wakefulness was always 2 h longer for the SR group 
during the manipulation period. The cognitive decrement asso-
ciated with partial sleep deprivation might thus be accentuated 
by a longer duration of prior wakefulness before testing.

Our 7-night sleep restriction period was longer than the typ-
ical 5 study nights of 1 w when students curtailed their sleep. 
Although this might potentially limit the generalizability of 
our findings, it is not uncommon for highly competitive stu-
dents to continue sleeping less than recommended on week-
ends in order to study. Furthermore, our finding that some 
cognitive functions failed to return to baseline levels after 2 
nights of recovery sleep strongly signal the need to systemati-
cally evaluate the long-term effects of repeated cycles of sleep 
restriction and recovery on neurobehavioral deficits. Although 
we have unequivocally demonstrated neurobehavioral deficits 
using a standardized cognitive battery, the effect on ability 
to learn, to retain information, and to creatively reorganize 
learned material was not assessed. These higher-order cogni-
tive functions are of critical interest and remain to be evaluated 
in future studies.

CONCLUSION
Partial sleep deprivation in adolescents of comparable dura-
tion and severity to that examined in studies on young healthy 
adults elicited equivalent or greater neurobehavioral deficits 
across several cognitive domains. Residual effects on sus-
tained attention, speed of processing, and subjective alertness 
can still be observed even after 2 nights of recovery sleep. That 
even students from top high schools are susceptible to neu-
robehavioral deficits following partial sleep deprivation should 
cause policymakers and parents to reconsider if sleep should 
continue to be sacrificed for the sake of academic achievement.

ENDNOTES
A: Singapore was the top-ranked country out of 65 countries 
in the 2012 PISA examinations.8 Most of our participants 
came from top ranked schools. All participants stayed in the 
boarding school during the 2-w protocol. 

B: The label of day indicates the wake period after the corre-
sponding sleep period. For example, day B2 refers to the day 
after the second baseline night, but before the third baseline 
night. This highlights the effect of sleep history on subsequent 
cognitive performance.

C: Performance on day B3 was not used as a covariate because 
these data were included in the effect of day in the statistical 

model. This model allows the evolution of cognitive perfor-
mance, subjective sleepiness, and mood from the last baseline 
day (day B3) to be depicted.
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Running increases neurogenesis in the dentate gyrus of the hip-
pocampus, a brain structure that is important for memory function.
Consequently, spatial learning and long-term potentiation (LTP)
were tested in groups of mice housed either with a running wheel
(runners) or under standard conditions (controls). Mice were in-
jected with bromodeoxyuridine to label dividing cells and trained
in the Morris water maze. LTP was studied in the dentate gyrus and
area CA1 in hippocampal slices from these mice. Running improved
water maze performance, increased bromodeoxyuridine-positive
cell numbers, and selectively enhanced dentate gyrus LTP. Our
results indicate that physical activity can regulate hippocampal
neurogenesis, synaptic plasticity, and learning.

New neurons are added continuously to certain areas of the
adult brain, such as the hippocampus and olfactory bulb (1,

2). The functional significance of new hippocampal cells is not
clear. In birds, food storage and retrieval experience correlate
with changes in hippocampal size and neurogenesis (3). In mice,
neurogenesis in the dentate gyrus increases with exposure to an
enriched environment, and it is associated with improved learn-
ing (4). Similarly, voluntary physical activity in a running wheel
enhances the number of new hippocampal cells (5). Although it
is not known whether running also affects learning, it has been
shown that physical activity facilitates recovery from injury (6)
and improves cognitive function (7). Furthermore, trophic fac-
tors, associated with progenitor cell survival and differentiation
(8), alterations in synaptic strength (9), long-term potentiation
(LTP) (10), and memory function (11), are elevated after
exercise (12, 13). At the cellular level, wheel running enhances
the firing rate of hippocampal cells in a manner that correlates
with running velocity (14). Thus, exercise may increase synaptic
plasticity and learning, as well as neurogenesis. We designed the
following experiments to test this hypothesis.

Materials and Methods
Subjects. Thirty-four female C57BLy6 mice, 3 months old (The
Jackson Laboratory) were divided into two groups of 17, the
controls and the runners. The runners had free access to a
running wheel equipped with an electronic counter. During the
first 10 days animals received one 10-mgyml intraperitoneal
injection of 5-bromodeoxyuridine (BrdU; Sigma), dissolved in
0.9% NaCl, filtered sterile at 0.2 mm, at 50 mgyg of body weight
per day to label dividing cells.

Spatial Learning. The mice were trained on a Morris water maze
(15) with either two or four trials per day for 6 days. The platform
was hidden 1 cm below the surface of water; it was made opaque
with white nontoxic paint. The starting points were changed
every day. Each trial lasted either until the mouse had found the
platform or for a maximum of 40 s. At the end of each trial, the
mice were allowed to rest on the platform for 10 s. The time to
reach the platform (latency), the length of swim path, and the
swim speed were recorded semi-automatically by a video track-
ing system (San Diego Instruments).

Electrophysiology. The animals were coded so that the experi-
menter was blind to the identity of individual mice. LTP
experiments were done in the dentate gyrus and CA1 subfields
of the hippocampus, both in the presence and in the absence of
D-2-amino-5-phosphonovaleric acid (APV). The sequence of the
experiments was randomized to prevent any possible order
effects. Statistical analyses were carried out between pooled,
rather than all, slices from individual mice. Data from all slices
tested in the same condition from the same mouse were averaged
to give a single value, whereas data from slices tested in different
conditions from the same mouse were considered independent
values.

Mice were anesthetized with fluorothane and decapitated, and
the brains were quickly removed into chilled artificial cerebro-
spinal f luid (125.0 mM NaCly2.5 mM KCly1.25 mM NaH2PO4y
25.0 mM NaHCO3y2 mM CaCl2y1.3 mM MgCl2y10.0 mM
dextrosey0.001 mM bicuculline methobromide, at pH 7.4), and
continuously bubbled with 95% O2y5% CO2. One hemisphere
was immediately placed in 4% paraformaldehyde in 0.1 M PBS
and kept for histological analysis. The second hemisphere was
affixed to a vibratome and cut into 400-mm slices. The slices were
heated at 32°C for 30 min in a circulating perfusion chamber and
then maintained at room temperature. Individual slices were
transferred to the recording chamber as needed, and experi-
ments were performed in artificial cerebrospinal f luid main-
tained at 32–34°C.

A sharpened tungsten, bipolar stimulating electrode and a
1-MV recording electrode filled with 3 mM KCl or 1 mM NaCl
were used for testing LTP. For the dentate gyrus, electrodes
were positioned in the middle third of the molecular layer,
whereas for CA1 responses, a recording electrode and a stimu-
lating electrode (toward CA3) were positioned in the stratum
radiatum of field CA1, aided by a microscope (Olympus
BX50wi) with a 340 objective lens. Responses were evoked with
single biphasic current pulses (10–400 mA), adjusted to yield a
response '30% of maximum. All evoked responses were initially
tested with paired-pulse stimuli (at 50, 100, 200, and 500 ms). For
dentate recordings, only the responses that did not show paired-
pulse facilitation were used to ensure that medial perforant path
synapses were being examined (16, 17). Individual synaptic
responses were elicited at 15-s intervals. After at least 10 min of
stable baseline responses, LTP was induced by a burst of 50
pulses at 100 Hz; bursts were repeated four times at 30-s
intervals. Recordings continued for 45 min after LTP induction.

Immunohistochemistry. Immunohistochemistry for BrdU and im-
munofluorescent triple labeling for BrdU, the neuronal marker
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NeuN, and the glial marker calcium-binding protein S100b were
performed on free-floating 40-mm coronal sections that were
pretreated by denaturing DNA, as described previously (5). The
antibodies were mouse anti-BrdU (Boehringer Mannheim),
1:400; rat anti-BrdU ascites fluid (Accurate, Harlan Sera-Lab,
Loughborough, England) for triple labeling, 1:100; rabbit anti-
S100b (Swant, Bellinoza, Switzerland) 1:2500; and mouse anti-
NeuN (kindly provided by R. J. Mullen, University of Utah),
1:20. To determine the number of BrdU-labeled cells, we stained
for BrdU by using the peroxidase method (ABC system, with
biotinylated donkey anti-mouse IgG antibodies and diamino-
benzidine as chromogen; Vector Laboratories). The fluorescent
secondary antibodies used were FITC-labeled anti-mouse IgG,
Texas red-labeled anti-rat IgG, and Cy5-labeled anti-rabbit IgG
(Jackson ImmunoResearch), 6 mlyml.

Stereology. BrdU-positive cells were counted in a one-in-six
series of sections (240 mm apart) through a 340 objective (Leitz)
throughout the rostro caudal extent of the granule cell layer. A
one-in-six series of adjacent sections stained with 0.5 mgyml
Hoechst 33342 in Tris-buffered saline (Molecular Probes) for 15
min was used to measure granule cell layer volume. We used a
semiautomatic stereology system (STEREOINVESTIGATOR, Mi-
croBrightfield) and a 310 objective to trace the granule cell area.
The granule cell reference volume was determined by summing
the traced granule cell areas for each section multiplied by the
distance between sections sampled. The number of BrdU-
labeled cells was then related to granule cell layer sectional
volume and multiplied by the reference volume to estimate total
number of BrdU-positive cells.

Results
Mice were assigned to either control (n 5 17) or runner (n 5 17)
conditions. Mice in the runner group ran an average distance of
4.78 6 0.41 kilometers per day. During the first 10 days, animals
received one intraperitoneal BrdU injection per day to label
dividing cells. Thereafter, animals continued in their respective
experimental conditions for 2 to 4 months. Mice were tested on
the water maze task between day 30 and day 49. Between day 54
and day 118, mice were anesthetized with fluorothane and
decapitated. One half of the brain was used for electrophysio-
logical experiments. The other half was kept for immunocyto-
chemistry (Fig. 1).

To assess spatial learning, mice were tested in the Morris water
maze over 6 days. Mice were trained with four trials per day

(controls, n 5 8, and runners, n 5 8) between days 30 and 36,
or two trials daily (controls, n 5 9 and runners, n 5 9) between
days 43 and 49. When mice were trained with four trials per day,
ANOVA with repeated measures (days) showed no difference
between the groups in path length (F(1,14) 5 0.56, P . 0.47),
latency (F(1,14) 5 0.08, P . 0.79), or swim speed (F(1,14) 5 1.5,
P . 0.24). However, when mice were trained by using the more
challenging two-trials-per-day paradigm, acquisition of the task
was significantly better in the runners than in the controls,
showing decreased path length (F(1,16) 5 4.99, P , 0.04; Fig. 2a)
and latency (F(1,16) 5 4.61, P , 0.047; Fig. 2b) to the platform.
These results were not confounded by swim speed, because there
was no significant difference between the groups in this regard

Fig. 1. Flowchart of the experiment. Controls were housed in standard 30- by
18-cm cages, whereas runners had 48- by 26-cm housing with free access to a
running wheel (1). Mice in both conditions received BrdU (50 mgyg per day)
injections for the first 10 days after their housing assignment. After 1 month
in their respective environments, mice were tested in the water maze (2)
between days 30 and 36 or between days 43 and 49. Mice were anesthetized
and decapitated between days 54 and 118; one hemisphere was used for
electrophysiology; the other was used for immunocytochemistry (3).

Fig. 2. Water maze learning in controls and runners trained with two trials
per day (four-trial data are not shown here, but see description in Results).
Mice were trained over 6 days to find the hidden platform in the Morris water
maze. A significant difference developed between the groups (P , 0.04) in
path length (a) and (P , 0.047) in latency (b). Results of probe test 4 hr after
the last trial on day 6 (c).
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(F(1,16) 5 0.59, P . 0.29). To test retention of the task, the
platform was removed for a 60-s probe test 4 hr after the last trial
on day 6. Mice that had been trained with four trials per day
spent more time in the platform quadrant than in all others
(controls, F(3,28) 5 57.17, P , 0.0001; runners, F(3,28) 5 16.70,
P , 0.0001). Mice trained with two trials per day did not show
a significant preference for the platform quadrant (controls,
F(3,32) 5 1.53, P . 0.23; runners, F(3,32) 5 2.56, P , 0.07),
although for runners, the trend appeared stronger (Fig. 2c).
Taken together, our results indicate that running enhances
acquisition on the water maze task.

Exercise can affect steroid hormone and stress levels, which in
turn could influence learning, LTP, and neurogenesis (18–20).
Therefore, after completion of behavioral testing, blood samples
were collected retro-orbitally (controls, n 5 8; runners, n 5 9)
on day 53 at 14:00 hr under isoflurane (4%) anesthesia. Radio-
immunoassay for plasma corticosterone was performed by using
the manufacturer’s protocol for a commercial kit (ICN). No
differences between the groups were observed (controls, 59 6
13.1 ngyml; runners, 49.4 6 7.7 ngyml; t(15) 5 0.65, P . 0.52).
However, the possibility remains that running induces noncog-
nitive, affective variables that could influence behavior.

To determine whether running affects synaptic plasticity, LTP
was studied in hippocampal slices from the same 5- to 7-month-
old controls and runners that had received BrdU and had been
tested in the water maze. Recordings were made in the dentate
gyrus, because this is where running-induced changes in cell
proliferation and survival occur (5), and in area CA1. For
dentate recordings only medial perforant path synapses were
examined (refs. 16 and 17; Fig. 3a2). No differences were found
between the groups in the initial excitatory postsynaptic poten-
tial (EPSP) amplitudes, suggesting no effect of running on basal
synaptic efficacy (dentate gyrus: controls, 0.39 6 0.04 mV,
runners, 0.42 6 0.05 mV (t(22) 5 0.45, P . 0.66); CA1: controls,
0.35 6 0.07 mV, runners, 0.32 6 0.08 mV (t(12) 5 0.29, P . 0.78)).
The recordings in the dentate gyrus showed that EPSP ampli-
tude was significantly increased 45 min after the administration
of high-frequency stimuli (controls, 17 slices from 10 mice (t(9)

Fig. 3. LTP in dentate gyrus (a) and area CA1 (b). (a1, b1) Digital images of
hippocampal slices showing the position of the stimulation and recording
electrodes. (a2, b2) Paired-pulse facilitation at 50-, 100-, 200-, and 500-ms
interpulse intervals. EPSP, excitatory postsynaptic potential. There was no
difference between slices from controls and runners (P . 0.91). (a3, b3) Time
course of LTP in slices from controls (‚) and runners (F) . In addition, repre-
sentative examples are shown of evoked responses immediately before (Pre)
and 30 min after (Post) induction of LTP. Example waveforms are the average
of 20 responses recorded over a 5-min period. Population spikes were appar-
ent in some animals in each group after LTP induction. (Scale bars under a1 and
b1 indicate 250 mm.)

Fig. 4. Confocal images of BrdU-positive cells in control (A) and runner
coronal sections (B). Sections were immunofluorescent triple-labeled for BrdU
(red), NeuN, indicating neuronal phenotype (green), and S100b, selective for
glial phenotype (blue). (Scale bar indicates 50 mm.)
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5 2.34, P , 0.047); runners, 20 slices from 14 mice (t(13) 5 3.82,
P , 0.002); paired t test)). The groups were significantly
different from each other (F(1,22) 5 4.66, P , 0.042), demon-
strating that running increased dentate gyrus LTP (Fig. 3a3).
Robust LTP was also elicited in the CA1 Schaffer collateral
pathway (controls, 12 slices from 7 mice (t(6) 5 3.59, P , 0.011);
runners, 7 slices from 7 mice (t(6) 5 2.55, P , 0.044); paired t
test). However, there was no difference in the magnitude of CA1
LTP between controls and runners (F(1,12) 5 0.22, P . 0.65),
(Fig. 3b3).

LTP in the medial perforant path-to-dentate granule cells and
in Schaffer collateral CA1 synapses has been shown to depend
on the activation of N-methyl-D-aspartate (NMDA) receptors
(21). To determine whether LTP in runners was mediated by
NMDA receptors, 50 mM NMDA receptor antagonist APV was
added to the bath at the onset of recordings. APV completely
blocked the induction of LTP, as demonstrated by the lack of an
increase of percent baseline amplitude from values before
induction [dentate gyrus: controls, four slices from four mice
(t(3)5 0.51, P . 0.65), runners, 11 slices from six mice (t(5)5 0.27,
P . 0.79); CA1: controls, five slices from five mice (t(4)5 0.44,
P . 0.68), runners, five slices from five mice (t(4) 5 0.26, P .
0.81); paired t test].

BrdU-positive cells were analyzed in the remaining hemi-
sphere of animals used for electrophysiology. The total number
of BrdU-labeled cells was significantly greater in runners than in
controls. In addition, 50 cells per animal were analyzed by
confocal microscopy (Zeiss, Bio-Rad) for coexpression of BrdU
and NeuN for neuronal phenotype and S100b for glial pheno-
type. Runners had a significantly higher percentage of BrdU-
positive cells that colabeled for NeuN. The groups did not differ
with regard to astrocytic fate of the newborn cells (Fig. 4;
Table 1).

Discussion
Running enhances neurogenesis, water maze performance, and
LTP in medial perforant path-to-dentate gyrus synapses. Spatial
navigation in running mice was improved as compared with
controls when mice were trained with two trials rather than four
trials daily. Research by others on the effects of forced treadmill
exercise on water maze learning in C57BLy6 mice also showed
no difference with four trials daily, whereas tasks that are more
complex demonstrated that exercising mice perform better (7).
It is possible that increased neurogenesis in the runners con-
tributes to learning. Indeed, several factors that elevate produc-
tion of new neurons are also associated with enhanced learning.
Both running and living in an enriched environment double the
number of surviving newborn cells (5) and improve water maze
performance (4). In addition, survival of cells born prior to
spatial training may be enhanced by hippocampal-dependent
learning (22). Moreover, treatment with hormones, such as
estrogen, increases cell proliferation (23) and improves memory
function (24). In contrast, factors that reduce neurogenesis, such
as corticosterone treatment, stress, and aging, are associated

with diminished performance on spatial learning tasks (20, 25).
In our present study, corticosterone levels were similar in
controls and runners; however, it is possible that other steroid
hormone levels changed and influenced neurogenesis and learn-
ing.

The characteristics of LTP, including rapid formation, stabil-
ity, synapse specificity, and reversibility, make it an attractive
model for certain forms of learning and memory (26). Basic
mechanisms underlying LTP in the dentate gyrus and CA1
subfields appear unchanged in runners and controls. Induction
of LTP was completely blocked by the NMDA receptor antag-
onist APV (21). In addition, paired-pulse facilitation character-
istics were similar to those in previous reports (16, 17), suggest-
ing no running-induced alterations in presynaptic transmitter
release. However, running did induce a specific increase in
dentate gyrus LTP, concurrent with enhanced neurogenesis and
improved water maze performance, raising the possibility that
newborn granule cells play a role in increased dentate gyrus
LTP. Although newborn cells are a small percentage of the total
cells in the granule cell layer, it is possible that new neurons
affect hippocampal physiology more than do mature cells (27).
Indeed, in immature rats, dentate gyrus LTP lasts longer than in
adults (28). Newborn cells in the adult brain may be similar to
those generated during development.

The hypothesis that these new cells may mediate increased
synaptic plasticity and improved learning is an attractive one;
however, several other variables may be important as well.
Increased exercise may result in elevated trophic factor produc-
tion (12, 13), angiogenesis (29), and serotonin levels (30). Some
of these variables may exert multiple effects, influencing learn-
ing, LTP, and neurogenesis. For example, increased serotonin
levels enhance cell proliferation [B. L. Jacobs, P. Tanapat, A. J.
Reeves, and E. Gould (1998) Soc. Neurosci. Abstr. 24, 796.4].
Reduction of serotonin by 5,7-dihydroxytryptamine lesions di-
minishes dentate LTP (31). In addition, mutation of 5-HT2c
receptors impairs medial perforant path-to-dentate gyrus, but
not CA1, LTP and learning (32). It remains to be determined
whether such factors induce running-enhanced synaptic plastic-
ity and learning independently, or act indirectly, supporting
survival and connectivity of newborn neurons.

Taken together, our findings demonstrate that voluntary
running results in long-lasting survival of BrdU-positive cells,
improved performance in a water maze, and a selective increase
in dentate gyrus LTP. Further research will determine whether
causal links can be found among these correlated measurements.
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Table 1. BrdU-positive cell number and phenotype

Group
No. with BrdU

label % NeuN1 % S100b1 % Neither Volume, mm3

Control 1,409 6 132 81.5 6 2.4 5.5 6 1.9 13.5 6 3.2 0.438
Runner 3,746 6 800* 92.8 6 1.7* 1.8 6 0.8 5.5 6 1.6* 0.481

Controls and runners received BrdU (50 mg/g per day) from day 1 to day 10. Survival of BrdU-labeled cells was determined 2 to 4 months after the last BrdU
injection. Runners (n 5 8), as compared to controls (n 5 8), had significantly more BrdU-positive cells (t(14) 5 2.88, P , 0.012). The percentages of cells
double-labeled for NeuN were greater in runners than in controls (t(14) 5 3.82, P , 0.002), and a lower percentage of BrdU-positive cells that were labeled for
neither S100b nor NeuN was observed in runners than in controls (t(14) 5 2.26, P , 0.04). Means are 6 SEM. *, Significantly different from controls.
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Abstract

Regular physical exercise improves cognitive functions and lowers the risk for age-related cognitive decline. Since little is known about
the nature and the timing of the underlying mechanisms, we probed whether exercise also has immediate beneWcial eVects on cognition.
Learning performance was assessed directly after high impact anaerobic sprints, low impact aerobic running, or a period of rest in 27
healthy subjects in a randomized cross-over design. Dependent variables comprised learning speed as well as immediate (1 week) and
long-term (>8 months) overall success in acquiring a novel vocabulary. Peripheral levels of brain-derived neurotrophic factor (BDNF)
and catecholamines (dopamine, epinephrine, norepinephrine) were assessed prior to and after the interventions as well as after learning.
We found that vocabulary learning was 20 percent faster after intense physical exercise as compared to the other two conditions. This
condition also elicited the strongest increases in BDNF and catecholamine levels. More sustained BDNF levels during learning after
intense exercise were related to better short-term learning success, whereas absolute dopamine and epinephrine levels were related to bet-
ter intermediate (dopamine) and long-term (epinephrine) retentions of the novel vocabulary. Thus, BDNF and two of the catecholamines
seem to be mediators by which physical exercise improves learning.
© 2006 Elsevier Inc. All rights reserved.

Keywords: Learning; Memory consolidation; Catecholamines; Dopamine; Epinephrine; Brain-derived neurotrophic factor; Physical exercise; Language;
Arousal

1. Introduction

Physical exercise seems to be beneWcial to cognition. Epi-
demiological studies show that more frequent (self-reported)
regular physical activity is associated with a reduced risk for
age-related neurodegenerative diseases, like dementia or
Parkinson’s disease (Abbott et al., 2004; Colcombe et al.,
2004; Larson et al., 2006; Laurin, Verreault, Lindsay, Mac-
Pherson, & Rockwood, 2001; van Gelder et al., 2004; Weuve

et al., 2004). BeneWcial eVects of exercise on cognition may,
however, be due to an overall healthier life style (non-smok-
ing, better nutrition) in already cognitively high functioning
subjects (Abbott et al., 2004; Kalmijn et al., 2000). Another
confounder is that a preexisting, yet undiagnosed cognitive
disorder may have led to a concomitant reduction in physi-
cal activity (Weuve et al., 2004). Thus, longitudinal interven-
tion studies are better suited to determine the link between
physical exercise and cognition. These studies show that sev-
eral months of regular physical exercise led to improved
mental functions or a slower cognitive decline in elderly sub-
jects (Colcombe & Kramer, 2003 for a meta-analysis), with
varying eVect sizes for diVerent cognitive functions (Fig. 1).
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Several studies probed the eVect of acute bouts of exer-
cise on cognitive functions (Etnier et al., 1997; Tomporow-
ski, 2003; Tomporowski & Ellis, 1986 for a review). Most of
these studies, however, did not directly assess eVects on
learning or memory, but rather investigated the eVect of

exercise on various neuropsychological measures, like sim-
ple reaction time tasks (e.g., Hogervorst, Riedel, Jeukend-
rup, & Jolles, 1996), or on exercise-related tasks like
decision making in soccer (e.g., McMorris & Graydon,
1997). Studies probing the eVect of exercise on memory led

Fig. 1. Design of the present cross-over study showing the diVerent interventions, points of measurement and retention.
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27 male and healthy 

sport students 

Assessment of health and cognitive performance: 
Neuropsychological tests and questionnaires 
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First transfer test (immediate retention) 
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to divergent results, depending on the length and intensity
of the exercise intervention. After short-duration anaerobic
exercise (up to 2 min), short-term memory was facilitated
(Davey, 1973). During or immediately after long anaerobic
exercise (5–40 min), no eVects on memory were found
(Sjoberg, 1980; Tomporowski, Ellis, & Stephens, 1987).
When the exercise condition led to dehydration, either no
eVects or even negative eVects on memory were noted
(Cian, Barraud, Melin, & Raphel, 2001; Cian et al., 2000).

Similar results were obtained for healthy children: Sibley
and Etnier reported positive eVects of regular physical exer-
cise for various cognitive tasks, but not for “pure” memory
performance in their recent meta-analysis (Sibley & Etnier,
2003). Findings in children with attention deWcit disorder
are less conclusive: positive eVects of exercise on disturbing
behaviors have been found (Allison, Faith, & Franklin,
1995; Tantillo, Kesick, Hynd, & Dishman, 2002), but eVects
on cognition have not been reported so far (Craft, 1983).

In contrast to the preliminary evidence regarding the
relation of physical exercise and cognition in humans, ani-
mals consistently showed improved learning after daily
physical exercise for up to 7 months (Anderson et al., 2000;
Baruch, Swain, & Helmstetter, 2004; Fordyce & Farrar,
1991; van Praag, Christie, Sejnowski, & Gage, 1999). Nega-
tive reports can be explained by an interaction of task com-
plexity and heterogeneous task performance of the animals
(Braszko, Kaminski, Hryszko, Jedynak, & Brzosko, 2001)
or may be due to the use of a non-voluntary exercise condi-
tion (forced treadmill running; Burghardt, Fulk, Hand, &
Wilson, 2004).

In animal studies, upregulations of various neurotrans-
mitters in the brain, especially dopamine and norepineph-
rine, were found (Hattori, Naoi, & Nishino, 1994; Meeusen
& De Meirleir, 1995; Sutoo & Akiyama, 2003). In addition
to catecholamines, the release of neurotrophic factors, like
brain-derived neurotrophic factor (BDNF), nerve growth
factor (NGF), or insulin-like growth factor (IGF-1), is
increased in the brain after a regimen of daily physical
exercise in animals (Carro, Nunez, Busiguina, & Torres-
Aleman, 2000; Gobbo & O’Mara, 2005; Neeper, Gomez-
Pinilla, Choi, & Cotman, 1995; Neeper, Gomez-Pinilla,
Choi, & Cotman, 1996). The amount of neurotrophic factor
release correlated with faster learning and better retention
over a period of 1 week (Vaynman, Ying, & Gomez-Pinilla,
2004). Exercise also enhances neurogenesis (van Praag
et al., 1999; van Praag, Kempermann, & Gage, 1999), which
could also contribute to better learning.

In humans, the association between learning improvement
and exercise-induced humoral changes has not yet been
investigated. It has only been shown that the P300 compo-
nent of the event-related brain potential (ERP) has a larger
amplitude and a shortened latency in attentional challenging
tasks, consistent with an overall arousing eVect, after a short
bout of anaerobic exercise compared to rest (Hillman,
Snook, & Jerome, 2003; Magnie et al., 2000; Nakamura,
Nishimoto, Akamatu, Takahashi, & Maruyama, 1999). Fur-
thermore, peripheral catecholamine levels may increase after

physical exercise (Hyyppa, Aunola, & Kuusela, 1986; Koch,
Johansson, & Arvidsson, 1980; Kraemer et al., 1999; Musso,
Gianrossi, Pende, Vergassola, & Lotti, 1990), but several
other studies found no changes (Bracken, Linnane, &
Brooks, 2005; Hartling, Kelbaek, Gjorup, Nielsen, & Trap-
Jensen, 1989; Sothmann, Gustafson, & Chandler, 1987). The
only study probing central dopamine level changes after a
single bout of exercise by positron emission tomography
yielded negative results (Wang et al., 2000).

Outside the realm of exercise research, increased periphe-
ral epinephrine levels were correlated with enhanced memory
performance in both animals (Costa-Miserachs, Portell-Cor-
tes, Aldavert-Vera, Torras-Garcia, & Morgado-Bernal, 1994)
and humans (Cahill & Alkire, 2003). Together, these Wndings
suggest that an exercise-induced increase of catecholamines
and neurotrophic factors might improve learning.

We here examined the eVects of single bouts of con-
trolled intense anaerobic or moderate aerobic physical
exercises (lactate levels above 10 mmol/l or below 2 mmol/l,
respectively; Spurway, 1992) on learning and memory. We
chose a language learning model because lexical learning is
an important aspect of every day life. In search of the medi-
ating mechanisms, we additionally assessed exercise-
induced changes in mood, peripheral catecholamine plasma
levels and BDNF serum levels and correlated these parame-
ters with subjects’ cognitive performance.

2. Materials and methods

2.1. Subjects

A total of 30 healthy male sport students (mean age: 22.2§ 1.7 years;
range: 19–27) participated as subjects in this prospective randomized con-
trolled trial. Two subjects failed to complete the study due to exercise inju-
ries unrelated to the study. Another subject failed to learn, presumably due
to inattentive responding (reactions times on average <300 ms). Therefore,
data analysis was conducted with a total of 27 subjects2. Participants’ writ-
ten informed consent was obtained according to the declaration of Hel-
sinki. The Ethical Committee of the University of Muenster had approved
the physiological intervention of the study. All subjects were native Ger-
man speakers and right-handed as assessed by the Edinburgh Handedness
Inventory (OldWeld, 1971). They had at least 13 years of formal education.

Exclusion criteria comprised bilingualism, a history of neurological,
psychiatric or medical diseases, acute infections, intake of medications
aVecting the central nervous system, recent consumption of recreational
drugs as assessed by urinary drug screening, smoking >10 cigarettes/day or
drinking >6 cups of coVee/day or >50 g alcohol (equivalent of two glasses
of wine) consumption/day.

2.2. Study design

2.2.1. Preexamination
2.2.1.1. Cognitive screening. Subjects were screened with a comprehensive
neuropsychological test battery prior to participation. This battery com-
prised tests of general intellectual functioning, attention, verbal Xuency,
digit spans, verbal and visuospatial memory, and personality scales. Addi-
tionally, two questionnaires assessed possible exercise dependency (Hau-
senblas & Downs, 2002) and quantiWed the average amount of physical

2 For the retention test 8–10 months after the training, only 25 subjects
were available.
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activity per week (Frey, Berg, Grathwohl, & Keul, 1999). Cognitive mea-
sures were all within the normal range. The results of the neuropsycholog-
ical tests are shown in Table 1.

2.2.1.2. Fitness test. Physical Wtness levels were determined by a Weld test
on a 200 m track. The exercise test started at a speed of 8 km/h. Every
3 min, running speed was enhanced by 2 km/h until exhaustion (generally
at 18 km/h). On each speed level, participants received continuous acoustic
signals in a given frequency as pacing signals. For the determination of
lactate concentrations, capillary blood samples were taken from the ear
lobe immediately after each speed level as well as after 3 and 6 min during
the recovery phase afterwards. At the same time samples, subjective rat-
ings of the perceived exertion were obtained using the Borg-Scale (Borg
1975 in Nybo, Nielsen, Blomstrand, Moller, & Secher, 2003), ranging from
6 (no exhaustion at all) to 20 (complete exhaustion).

2.2.2. Exercise interventions
Using a cross-over design, every subject took part in three conditions on

diVerent days, spaced at least 1 week apart (see Fig. 1). The conditions
diVered with regard to the intensity of physical activity. The condition

“relaxed” served as a control and consisted of 15 min being sedentary. The
condition “moderate” consisted of 40 min of low impact running at a Wxed
individual heart rate. The individual target heart rate was based on the results
of the initial physical Wtness test and ensured that lactate levels remained
below 2 mmol/l (aerobic condition). In the condition “intense”, subjects per-
formed two sprints of 3 min each, separated by a 2 min break. Each sprint
started at 8 km/h, increased every 10s by 2 km/h, until exhaustion. This was
an anaerobic condition with lactate levels greater than 10 mmol/l.

The sequence of the three conditions was randomized across subjects.
For the moderate and intense conditions, subjects also rated their per-
ceived exertion on the Borg-Scale immediately after the intervention.
Heart rates were assessed prior to and after each of the interventions (2
time samples per condition). Vocabulary learning started 15 min after the
respective intervention.

Peripheral levels of BDNF and catecholamines (dopamine, epineph-
rine, and norepinephrine), lactate levels, and mood ratings were assessed
prior to as well as following each of the interventions and immediately
after vocabulary learning. For mood ratings, the Positive and Negative
AVective Schedule (PANAS) was used (Watson, Clark, & Tellegen, 1988;
German version: Krohne, EgloV, Kohlmann, & Tausch, 1996), comprising

Table 1
Means and standard deviations of the neuropsychological background measures and correlation coeYcients (Pearson) with training success on the novel
vocabulary

VLMT D Verbaler Lern- und Merkfaehigkeitstest (German version of the Rey Auditory Verbal Learning Test); RWT D Regensburger WortXuessigkeits-
test (German version of the Controlled Oral Word Association Test); WMS D Wechsler Memory Scale (German version); WAIS D Wechsler Adult Intel-
ligence Scale (German version); Neo-FFI D German version of the Neo Five Factor Inventory; FFkA D “Freiburger Fragebogen zur koerperlichen
Aktivitaet” (German questionnaire of the average amount of physical activity per week; Frey et al., 1999); EDS D Exercise Dependence Scale (Hausenblas
& Downs, 2002); SDD standard deviation; PR D percent rank; WP D Wechsler points.

a SigniWcant correlation on a 0.05-level (without correction for multiple testing).
b SigniWcant correlation on a 0.01-level (without correction for multiple testing).

Test Mean SD Correlation with learning success (r), condition

“relaxed” “moderate” “intense”

Edinburgh Handedness Inventory (laterality index) 85.9 16.0 ¡0.17 ¡0.15 ¡0.32
Number of languages spoken Xuently 1.6 0.6 ¡0.20 ¡0.14 ¡0.06
VLMT: list A leaning success (block 5 minus 1) 5.4 1.4 ¡0.13 ¡0.29 ¡0.19
VLMT: immediate free recall (PR) 77.0 13.8 0.17 0.18 0.10
VLMT: interference list B (PR) 58.5 34.9 0.06 0.33 0.32
VLMT: delayed free recall (PR) 62.2 30.5 0.28 0.21 0.19
WMS verbal paired associates: sum of blocks 1–3 22.3 1.7 0.36 0.39a 0.23
WMS verbal paired associates: delayed recall 7.6 0.6 0.31 0.37 0.42a

WMS visual paired associates: sum of blocks 1–3 15.7 2.5 0.36 0.37 0.18
WMS visual paired associates: delayed recall 5.9 0.3 0.12 0.09 0.26
Rey-Figure, Copy 34.9 1.0 0.10 0.10 ¡0.04
Rey-Figure, delayed recall 24.7 4.1 0.05 0.32 0.32
RWT: Word Xuency (mean PR) 32.9 14.7 0.33 0.32 0.15
Trail Making A (PR) 54.8 25.6 0.21 0.32 0.15
Trail Making B (PR) 57.0 28.0 0.05 0.03 ¡0.25
WAIS-R: Vocabulary (WP) 9.8 1.9 0.22 0.23 0.23
WAIS-R: Similarities (WP) 11.7 2.2 ¡0.30 ¡0.03 ¡0.33
WAIS-R: Picture Completion (WP) 11.8 1.7 0.07 0.09 ¡0.15
WAIS-R: Block design (WP) 11.2 2.9 0.22 0.44a 0.06
digit span forward (PR) 66.3 23.8 0.37 0.04 0.27
digit span backward (PR) 59.2 30.7 0.07 0.06 ¡0.20
Corsi block tapping forward (PR) 70.2 26.9 0.10 ¡0.08 ¡0.24
Corsi block tapping backward (PR) 72.7 20.1 0.25 0.13 ¡0.01
Sensation Seeking Scale (total score) 21.6 3.4 ¡0.16 ¡0.31 ¡0.28
BDI scores 3.0 3.0 0.20 0.00 0.27
Neo-FFI: neuroticism 1.3 0.5 0.14 ¡0.08 0.09
Neo-FFI: extroversion 2.5 0.4 0.23 0.10 0.17
Neo-FFI: openness to experience 2.2 0.5 0.18 0.39a 0.50b

Neo-FFI: agreeableness 2.6 0.4 ¡0.44a ¡0.24 ¡0.06
Neo-FFI: conscientiousness 2.6 0.5 0.23 0.49a 0.31
STAI Trait (PR) 52.3 19.8 0.41a 0.18 0.34
FfkA (total activity) 17.3 11.0 0.19 0.21 0.26
EDS (total score) 2.9 0.6 0.19 0.32 ¡0.08
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ten positive and ten negative adjectives, which measure the dimensions
positive aVect (high score: a state of high energy, low score: sadness and
lethargy) and negative aVect (high score: state of distress; low score: state
of calmness).

2.2.3. Language learning paradigm
The detailed structure of the vocabulary learning task has been described

elsewhere (Breitenstein et al., 2005; Breitenstein, Kamping, Jansen, Schom-
acher, & Knecht, 2004; Breitenstein & Knecht, 2002; Knecht et al., 2004). The
learning principle was associative learning: the “correct” pairings of an visu-
ally presented daily object and a novel word (e.g., car and /glump/) co-occur
over the course of the Wve training blocks ten times more often as “incorrect”
pairings (e.g., bike and /glump/), which are shown only once (Breitenstein &
Knecht, 2002). For each subject and each condition, there were a total of 600
training trials (5 blocks£ 120 trials). Each trial consisted of a visually pre-
sented object picture, presented 200 ms after the onset of the auditory presen-
tation of a novel word (pseudoword, all normalized to a duration of 600 ms).
During picture presentation, which lasted for 1 s, subjects had to press one of
two keys with their right hand on a response pad to indicate whether the pair-
ing was correct or not. To prevent subjects from reXecting on their responses,
the intertrial interval was limited to 1 s. The instruction was to “intuitively
decide if objects and novel words match or not”.

Subjects were told that only responses occurring in the 1 s interval of
picture presentation were accepted for data analysis. They were not
informed about the underlying frequency principle.

Subjects’ ability to translate the novel words into German was tested in
a transfer test immediately after the training session. During this transfer
test (1 block with 120 trials), German object names were acoustically pre-
sented in pairs with one of the spoken pseudowords. Subjects had to
decide whether the pairing was correct or not. The transfer test was admin-
istered again 1 week and >8 months after the last training day to assess
retention of the vocabulary. On the 1 week retention session, subjects had
to also name each picture in the novel vocabulary by writing down the
correct novel word (free recall test).

A diVerent version of the novel vocabulary was used for every condi-
tion. The three sets were matched for frequency, number of syllables, and
familiarity of the German objects names and for number of syllables, asso-
ciations with existing words, and acoustic valence of the pseudowords.

Dependent variable were learning speed (increase of correct responses
from block 1 to block 5) and the overall learning success (performance on
the transfer and the free recall tasks) immediately after the training, at the
retention sessions 1 week and 6–8 months post, respectively. In addition to
accuracy, response times during the vocabulary training were analyzed.

2.2.4. Biochemical blood analyses
Lactate concentration in capillary blood was measured by a photomet-

ric method using a commercially available kit (EKF Diagnostic, Magde-
burg, Germany).

The HPLC assay kit for plasma catecholamines was provided by
Chromsystems (Munich, Germany). Reversed-phase chromatography was
performed on an isocratic Kontron 422 liquid chromatograph (Neufahrn,
Germany), interfaced with a model 41,000 electrochemical detector
(Chromsystems, Munich, Germany). Complete blood cell count, including
an automated diVerential, was performed by a SE9500 automated full
blood count analyzer (Sysmex Deutschland GmbH, Norderstedt, Ger-
many). BDNF level in serum was measured using an ELISA kit (Quanti-
kine human BDNF, R&D Systems, Wiesbaden, Germany).

Dopamine and epinephrine blood plasma levels below the biochemical
detection threshold (30 ng/l for dopamine, 15 ng/l for epinephrine) were set
to a mean value between zero and the respective detection threshold
(15 ng/l for dopamine, 7.5 ng/l for epinephrine).

All BDNF and catecholamine blood plasma levels were corrected for
changes in overall blood volume (Dill & Costill, 1974).

2.3. Data analysis

Behavioral (accuracy and reaction times on the vocabulary learning
task) and biochemical blood data and mood ratings were analyzed

using repeated measures ANOVAs, with polynomial contrasts on the
factor training block (blocks 1–5) or time sample (3: prior to exercise,
after exercise, after vocabulary training). Greenhouse–Geisser adjust-
ments were applied in analyses with two or more degrees of freedom.
SigniWcant interactions or main eVects were followed up by paired
t-tests in case of signiWcance. For clarity of presentation, only eVects
involving the factor exercise condition (relaxed, moderate, intense) are
presented.

Immediate and delayed (1 week and >8 months post) retention data of
the vocabulary were analyzed separately using univariate ANOVAs with
the repeated factor exercise condition.

Correlations were analyzed using Pearson’s correlations coeYcients.
Because of the explorative nature of the present study, it was considered
appropriate to omit Bonferroni-corrections of signiWcance levels.

3. Results

3.1. Learning performance

Using a cross-over study design, learning performance
was assessed directly after high impact anaerobic sprints
(intense condition), low impact aerobic running (moderate
condition), or a period of rest (relaxed condition).

3.1.1. Accuracy
There was a diVerence in learning speed between these

three conditions (condition£block: quadratic trend,
F(1,26)D9.39, pD .005). Post hoc tests showed that learn-
ing speed across the Wve training blocks was signiWcantly
faster after intense running compared to being sedentary
(condition£block: quadratic trend, F(1, 26)D9.39,
pD .005) and moderate running (condition£block: qua-
dratic trend, F(1, 26)D5.27, pD .03) conditions (see Fig. 2).
Please note that performance in the intense condition was
already at ceiling in block 4. For the other two conditions,
subjects needed one more training block (block 5) to reach
a comparable level of performance. This indicates that
learning was accelerated by 20 percent in the intense
condition.

The transfer sessions immediately after training, 1 week
and >8 months post training, respectively, were not signiW-
cantly diVerent for the three conditions (main eVects of
condition: all p > .18). However, exploratory comparisons
showed that subjects presented with a better 1-week reten-
tion for the intense as compared to the moderate condition
(t(26)D 2.24, pD .03; see Fig. 2). The free recall naming task
at the 1-week post assessment did not yield signiWcant
diVerences between the three conditions (main eVect of
condition: pD .57).

3.1.2. Analysis of training reaction times
Only the main eVect of condition yielded signiWcance

(F(2,52)D 5.11, pD .01). Post hoc tests revealed signiWcantly
faster responding in the condition “intense” compared to
both “relaxed” and “moderate” (both F(1, 26) > 4.35,
p < .05; see Fig. 3). However, overall learning success (accu-
racy on block 5 minus block 1) was neither correlated with
the mean reaction time on block 1 nor with the mean
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reaction time across all blocks, indicating that unspeciWc
motor arousal after intense physical exercise cannot explain
the superior learning rates.

3.2. Measures of unspeciWc arousal

Measures of unspeciWc arousal were assessed to control
for unspeciWc eVects mediating the exercise-induced learn-
ing improvement.

3.2.1. Heart rate
In the moderate condition, subjects’ heart rates

were in the range of 110 and 160 beats/min (median:
140 beats/min). After intense exercise the heart rates were
in the range of 163 and 202 beats/min (median: 184 beats/
min).

There was a signiWcant interaction of time sample (base-
line, post intervention) and condition (linear trend:
F(1, 26)D1680.63, p < .001). Post hoc analyses showed that
heart rates increased post intervention only for the moder-
ate (mean increase of 67.3, SD: 14.3 beats/min) and intense
(mean increase of 111.1, SD: 10.8 beats/min) conditions
(both t(26) > �24.52�, p < .001), but not for the relaxed condi-
tion. Baseline heart rates did not diVer between the condi-
tions. There were no correlations between exercise-induced
heart rate changes and learning outcome, although baseline
heart rates prior to intense exercise were correlated with
immediate and delayed (1 week/>8 months) retention
outcomes (all r > .41, p < .03).

3.2.2. Blood lactate concentrations
The analyses of the peripheral lactate levels revealed a

signiWcant interaction of condition and time of measure-
ment (quadratic trend: F(1, 26)D1002.42, p < .001). As

Fig. 2. (a) Vocabulary learning success (means § SEM) across the Wve training blocks was faster after intense physical exercise (solid line) compared to
after moderate exercise (dashed line) or the relaxed condition (dotted line). (b) Retention (means § SEM) of the vocabulary after 1 week was better in the
“intense” condition (black) as compared to the “moderate” condition (dark gray).
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Fig. 3. Mean reaction times (§SEM) in ms across the Wve training blocks.
Responses were faster after intense exercise (solid line) compared to both
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expected, lactate levels showed a greater exercise-induced
increase during the intense as compared to each of the
other two conditions (interaction of condition£ time sam-
ple: quadratic trend, both F(1, 26) > 1002,42, p < .001). There
were also diVerences at baseline (F(2, 52)D4.62, pD .02;
“moderate” > “relaxed, t(26)D 2.84, pD .009). There were
no correlations between exercise-induced lactate level
changes and learning outcome.

3.3. Exercise-induced neurotransmitter changes: 
Catecholamine blood plasma levels

Peripheral catecholamine plasma levels (dopamine, epi-
nephrine, norepinephrine) were assessed at baseline, imme-
diately after the respective intervention, and after
vocabulary learning to determine possible contributions to
the boost in learning.

3.3.1. Dopamine
There were signiWcant linear increases in dopamine

plasma levels across the three time samples for all three
conditions (main eVect of time sample: linear trend,
F(1,26)D30.66, p < .001). Visual inspection of the data sug-
gested that plasma dopamine levels showed a steeper
increase in the intense as compared to the other two condi-
tion, but the interaction of condition and time sample did
not yield signiWcance (see Fig. 4a). Baseline dopamine
plasma levels were not diVerent for the three conditions.3

3 Two subjects were excluded because their dopamine levels were greater
than two times the SD of the group mean (nD 25). Values below the detec-
tion threshold were substituted (see Section 2). Separate analyses for the
subsample of subjects with values above the biochemical detection thresh-
old (n D 11) also yielded a main eVect of time sample (linear trend,
F(1, 10) D 15.77, p D .003) and no interaction of condition and time sample.

Fig. 4. Exercise-induced changes in blood plasma levels (§SEM, corrected for diVerences in overall blood volume) of dopamine (a), epinephrine (b), nor-
epinephrine (c) and blood serum levels of BDNF (d) for the conditions “relaxed” (dotted line), “moderate” (dashed line) and “intense” (solid line) across
the three time samples (baseline, post intervention, post learning).
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3.3.2. Epinephrine
The ANOVA yielded a signiWcant interaction of condition

and time sample (quadratic trend, F(1,24)D7.03, pD .01).
Post hoc tests showed stronger exercise-induced changes for
the intense as compared to the relaxed condition
(condition£ time sample: quadratic trend, F(1,24)D7.03,
pD .01). Additional post hoc analyses for each level of time
sample separately yielded a main eVect of condition only for
the time sample after the intervention (F(2,48)D6.67,
pD .006; “moderate”, “intense”> “relaxed”, both
t(24)> �3.01�, p < .006). There were no baseline diVerences
between conditions (see Fig. 4b).4

3.3.3. Norepinephrine
There was a signiWcant interaction between condition and

time sample (quadratic trend: F(1,26)D31.32, p<.001). Post
hoc analyses showed that the intense condition yielded signiW-
cantly steeper norepinephrine changes after exercise as com-
pared to the other two conditions (interaction of
condition£ time sample: quadratic trend, both
F(1,26)>27.79, p<.001). Furthermore, moderate exercise led
to steeper increases as compared to being sedentary (interac-
tion of condition£ time sample: quadratic trend,
F(1,26)D12.81, pD .001). Separate analyses for each time
sample separately showed that the conditions diVered only at
the time sample immediately post intervention
(F(2,52)D39.46, p<.001; “intense”>“moderate”>“relaxed”,
all t(26)> �3.51�, p6 .002). There were no signiWcant diVerences
at baseline (see Fig. 4c).

3.4. Exercise-induced changes in BDNF blood serum levels

To also determine the possible contribution of neurotro-
phic factors in exercise-induced learning enhancement,
peripheral BDNF serum levels were determined at baseline,
immediately after the respective exercise, and after vocabulary
training. BDNF baseline values diVered for the three condi-
tions (F(2,52)D5.88, pD .006; intense>moderate:
t(26)D¡3.33, pD .003). We will therefore only interpret sig-
niWcant slope diVerences across the three time samples
between conditions. The ANOVA yielded a signiWcant inter-
action of condition and time sample (quadratic trend,
F(1,26)D4.38, pD .05). Post hoc tests revealed signiWcantly
stronger changes across times samples for the intense as
compared to the relaxed condition (interaction of

condition£ time sample: quadratic trend, F(1,26)D4.38,
pD .05; see Fig. 4d).

3.5. Correlations between behavioral and physiological 
parameters

To examine the association of learning success with exer-
cise-induced changes in physiological parameters, we calcu-
lated the correlations of learning indicators (overall learning
success and retention outcome after 1 week and after 8–10
months) with the respective changes in physiological parame-
ters. There were no signiWcant correlations with norepineph-
rine blood plasma level changes. For the other physiological
parameters, the following signiWcant correlations emerged:

A decrease in dopamine blood plasma levels during
learning (post intervention minus post learning) was related
to a better retention outcome immediately after learning
and after 1 week in the intense condition (both r > .46,
p < .02, see Figs. 6a and b)5. The absolute dopamine concen-
tration after intense exercise also predicted the immediate
and 1 week delayed retention outcomes (both r > .33,
p < .10)5. Because subjects with higher absolute dopamine
concentrations prior to learning (post exercise) also showed
the strongest dopamine level decreases during learning
(rD .85, p < .001), absolute dopamine concentrations during
learning may be the crucial factor for the enhanced immedi-
ate/intermediate learning outcome.

For epinephrine exercise-induced blood plasma changes,
there were no signiWcant correlations with learning out-
come. Because absolute concentrations of epinephrine
could be more important for memory consolidation than
relative increases from baseline, we correlated the absolute
epinephrine blood plasma concentrations after exercise
with immediate and delayed learning success. Only the epi-
nephrine concentrations after the intense intervention
(prior to learning) correlated with long-term retention of
the vocabulary (retention after >8 months rD .41, p < .05,
see Fig. 6c)6. A trend was also seen for the correlation
between epinephrine concentrations post intense exercise
and vocabulary retention after 1 week (rD .38, pD .06)6.

To additionally support the link between epinephrine
changes and learning success, we contrasted subjects with low
versus high exercise-induced epinephrine changes in the intense
condition (median split using the peripheral epinephrine blood
plasma levels after intense exercise). These analyses yielded a
signiWcantly better outcome for the “high” as compared to the
“low” epinephrine changes group for the retention results after
1 week and after >8 months (t(23)D¡2.60, pD .02 and
t(22)D¡2.27, pD .03, respectively, see Fig. 5)6.

For BDNF serum levels, the more sustained the BDNF
levels during learning (BDNF levels after learning minus

4 Two subjects were excluded because their epinephrine levels were
greater than two times the SD of the group mean (n D 25). Values below
the detection threshold were substituted (see Section 2). Separate analyses
for the subsample of subjects with values above the biochemical detection
level (n D 11) yielded a signiWcant interaction of condition and time sample
(quadratic trend, F(1, 10) D 7.75, pD .02). Post hoc tests only showed a
diVerence between the conditions “relaxed” and “intense”
(condition £ time sample: quadratic trend, F(1, 10)D 7.75, pD .02), but not
between the other pairwise comparisons. Additional post hoc analyses for
each level of time sample separately yielded a main eVect of condition only
for the time sample after the intervention (F(2, 20) D 4.70, p D .05; “moder-
ate”, “intense” > “relaxed”, both t(10) > �3.03�, p < .01).

5 Two subjects were excluded because their dopamine levels were greater
than two times the SD of the group mean (n D 25).

6 Two subjects were excluded because their epinephrine levels were
greater than two times the SD of the group mean (nD 25 or 24 for the
retention after >8 months, see Section 2).
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BDNF levels after exercise), the greater the immediate
learning success (accuracy on block 5 minus block 1) for
the “intense” condition (rD .38, pD .05; see Fig. 6d).

3.6. Analyses of positive and negative mood ratings

There were no signiWcant interactions or main eVects
involving the factor condition for negative mood ratings.

The analysis of the positive mood ratings yielded a sig-
niWcant interaction of condition and time sample (qua-
dratic trend, F(1,25)D11,26, pD .0037). Ratings at baseline
and after learning did not diVer signiWcantly between the
conditions. Ratings diVered only for the time sample after
the respective interventions (F(2, 50)D6.52, pD .004), with
signiWcantly higher positive mood ratings for the condition
“intense” versus “relaxed” as well as for “moderate” versus
“relaxed” (both t(25) > �2.94�, p 6 .0078).

Furthermore, in the intense conditions, a more sustained
exercise-induced increase in positive mood (mood rating
post intervention minus mood rating immediate after learn-
ing) was marginally associated with an overall better learn-
ing success (accuracy on block 5 minus block 1; rD¡.37,
pD .06), a better outcome at the immediate transfer session
(rD¡.33, pD .10) and with a better retention after 1 week
(rD¡.37, pD .06). Changes in mood ratings were not corre-
lated with the changes in peripheral epinephrine plasma
levels, indicating that both factors contributed indepen-
dently to better learning.

4. Discussion

The main Wnding of the present study was that intense
exercise directly improves learning: After two sprints of less
than 3 min each, subjects learned 20 percent faster com-
pared to moderate exercise or being sedentary. To our
knowledge, this is the Wrst study of immediate exercise-
induced eVects on a complex learning task with a parallel
analysis of neurophysiological correlates (changes in
peripheral catecholamine or BDNF levels) in humans. Our
results suggests that short bouts of exercise could be used
in situations which require an immediate boost of learning,
e.g., immediately prior to study phases in children with and
without learning deWcits.

We were further able to elucidate at least some of the
underlying neurophysiological mechanisms of improved
learning through exercise. Intense running led to elevated
levels of peripheral catecholamines (dopamine, epineph-
rine, norepinephrine) and BDNF. More sustained BDNF
levels during learning (levels after intense exercise minus
levels after learning) were related to better short-term
learning success, and absolute dopamine and epinephrine
levels after intense exercise were related to better inter-
mediate (dopamine) and long-term (epinephrine) reten-
tions of the novel vocabulary. The latter Wnding was
endorsed by the observation, that subjects with relatively
higher (as compared to the group mean) epinephrine
blood plasma levels after intense exercise had a better
long-term retention of the trained vocabulary up to >8
months. We will discuss these Wndings in more detail
below.

4.1. Short-term learning improvement and BDNF

We found that more sustained BDNF blood serum lev-
els during learning predicted immediate learning success
after intense exercise. This Wnding is consistent with prior
work showing that BDNF secretion is increased after exer-
cise in animals (Neeper et al., 1995; Vaynman et al., 2004)
and in humans (Gold et al., 2003). BDNF plays an import
role in learning due to its involvement in long-term potenti-
ation in the hippocampus (Pang et al., 2004). BDNF also
contributes to synaptic eYcacy, neuronal connectivity, and
brain plasticity (McAllister, Katz, & Lo, 1999; Schinder &
Poo, 2000; Vaynman et al., 2004). The release of other neu-
rotrophic factors like IGF-1 is increased after physical exer-
cise in humans as well (Carro et al., 2000). We chose BDNF
because it has been shown to be elevated after physical
exercise in humans (Gold et al., 2003), and most of the
genes up-regulated after exercise and relevant to plasticity
are associated with BDNF (Molteni, Ying, & Gomez-
Pinilla, 2002). We could only assess peripheral BDNF lev-
els, but there seems to be an inXux of natural BDNF from
the blood into the brain (Pan, Banks, Fasold, Bluth, &
Kastin, 1998); although, this is challenged by other authors
(Sakane & Pardridge, 1997; Wu, 2005). Our Wndings show
that BDNF could be one mediator between physical

7 n D 26 because one subject did not entirely complete one of the
PANAS questionnaires.

8 Two subjects were excluded because their epinephrine levels were
greater than two times the SD of the group mean (n D 25 or 24 for the
retention after >8 months, see Section 2).

Fig. 5. DiVerences in retention outcome (means § SEM) after 1 week and
after 8–10 months for subjects with high and low epinephrine blood
plasma levels after intense exercise (split-half method).
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exercise and learning improvement (Cotman & Berchtold,
2002; Vaynman et al., 2004).

4.2. Intermediate learning improvement and dopamine

We observed a correlation between greater decreases of
dopamine blood plasma levels during learning and better
intermediate retention after intense exercise. This may seem
counterintuitive at Wrst sight, but further analyses showed
that higher absolute dopamine levels in the initial stages of
learning drove the correlation of an enhanced retention
outcome.

The role of dopamine for learning has been variously
demonstrated (Fiorillo, Tobler, & Schultz, 2003; Floel et al.,
2005; Jay, 2003; Knecht et al., 2004; Wise, 2004). Dopamine
is part of the internal reward system (Schultz, 2002), regu-
lates the prefrontal cortical circuitry underlying working
memory (Castner & Goldman-Rakic, 2004; Marie & Defer,
2003) and modulates arousal and attention (Nutt &

Fellman, 1984). It even seems to be critical for neurogenesis
(Baker, Baker, & Hagg, 2004).

Animal studies suggest an increase in dopamine release
in the brain during exercise (Hattori et al., 1994; Meeusen &
De Meirleir, 1995; Sutoo & Akiyama, 2003). Our controlled
intense exercise condition also led to elevated levels of
peripheral dopamine levels, contrary to the results of other
studies in humans with less objective criteria for physical
exertion levels (Bracken et al., 2005; Kraemer et al., 1999).
Peripheral dopamine levels are less than perfect correlates
of dopamine release in the brain, because dopamine cannot
cross the blood-brain barrier. We had to operate on the
assumption that brain and systemic dopamine levels
responded similarly to physical exercise. Thus, an enhanced
presynaptic availability of endogenous dopamine could
have led to stronger phasic dopamine signals coding for
stimulus salience (Breitenstein, Korsukewitz K, Floel A,
Kretzschmar T, & Diederich K, 2006; Schultz, 2002),
contributing to better memory consolidation.

Fig. 6. (a,b) Peripheral dopamine plasma levels during learning (after intense intervention minus after learning) predicted immediate retention outcome (a)
and retention outcome after 1 week (b). (c) Peripheral epinephrine plasma levels post intense exercise correlated with the retention outcome after >eight
months; (d) BDNF serum levels during learning (levels after intense intervention minus levels after learning) were related to immediate learning success
(accuracy on block 5 minus block 1).
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4.3. Long-term learning improvement and epinephrine

We found a correlation between absolute blood plasma
concentrations of epinephrine after intense exercise and
long-term retention outcome. There are several explana-
tions for the beneWcial inXuence of exercise on cognitive
functions mediated by epinephrine. One is that the
increased memory consolidation after intense exercise was
driven by increased arousal during learning (Hollmann &
Struder, 2000; Sharot & Phelps, 2004) and improved atten-
tion (Hillman et al., 2003; Magnie et al., 2000; Nakamura
et al., 1999). Heart rates and lactate levels were higher and
the reaction times during learning were shorter after the
intense exercise as compared to the other two conditions,
but neither of these parameters was correlated with learn-
ing success. These Wndings speak against increased arousal
as the exclusive mediator of improved learning. Neverthe-
less, arousal may have mediated part of the eVect, because
prior studies already demonstrated that absolute peripheral
epinephrine during learning contributes to memory consol-
idation in animals (Costa-Miserachs et al., 1994; Liang,
Chen, & Huang, 1995) and in humans (Cahill & Alkire,
2003), with the crucial factor being the grade of arousal
during encoding (Cahill & Alkire, 2003).

Peripheral epinephrine does not cross the blood-brain
barrier (Bradbury, 1993), but there might be an indirect
pathway to inXuence the central nervous system: One possi-
ble route is the activation of vagal aVerent Wbers via
�-adrenergic receptors. This vagal stimulation by periphe-
ral epinephrine leads to an increased neural Wring in the
noradrenergic connections between the nucleus solitarius
and the amygdala (Clayton & Williams, 2000; Miyashita &
Williams, 2006) or the hippocampus (Miyashita & Wil-
liams, 2004). Enhanced noradrenergic release in this area
might then lead to increased general brain excitability with
improved learning capability (Boyeson & Feeney, 1990;
Feeney & Hovda, 1985; Goldstein, 1999). This indirect
pathway could be the neurophysiological link for the
observed correlation between peripheral epinephrine
plasma levels and enhanced vocabulary retention in the
present study.

4.4. Aerobic versus anaerobic physical exercise

We did not observe an eVect of a single bout of moderate
(aerobic) physical exercise on learning and memory. The
two exercise interventions diVered not only in terms of
intensity, but also in duration. However, the intense condi-
tion led to a facilitation of learning, despite a shorter dura-
tion compared to the moderate condition. It also seems
unlikely that the lack of learning improvement in the mod-
erate condition was due to the greater fatigue or the longer
duration (40 min), because the moderate intervention did
not diVer from the resting condition in terms of learning
success. But we cannot rule out that this was due to an
interaction of facilitation and debilitation (Tomporowski &
Ellis, 1986). However, after prolonged moderate exercise,

there may be eVects on mental functioning (e.g., Colcombe
et al., 2004). It remains to be determined in future studies
whether short high impact and prolonged low impact exer-
cise have comparable eVects and are mediated by similar
mechanisms. Please note that the three conditions of our
study yielded comparable immediate learning outcomes
(block 5 of the training), presumably due to ceiling eVects
of ten subjects in the intense learning condition at block 4.
Seven of these subjects subsequently showed a small dip in
performance in block 5, probably due to a lack of continu-
ous motivation. It is feasible that a diVerent learning para-
digm, which allows for greater diVerentiation of learning
success, would also yield qualitative diVerences between the
conditions.

Our study was designed as a “proof of principle” experi-
ment, probing the eVects of a single bout of physical exer-
cise on learning and memory. Because of its pilot character,
the sample size was relatively small, and the moderate sta-
tistical power may explain why some of the reported eVects
were only marginally signiWcant. Nevertheless, we could
show that exercise accelerates learning and improves long-
term retention of the learned material (at least in subjects
with high exercise-induced epinephrine levels). This is perti-
nent to the organization of learning-supportive environ-
ments, e.g., in schools (intense exercise during the breaks)
and as a possible treatment for cognitive impairments in
cardiovascularly stable people. Our results may also be of
signiWcance for the development of treatment options for
learning-impaired neurological patients (stroke, dementia)
because we could determine BDNF, dopamine, and epi-
nephrine as important mediators of the exercise-induced
learning improvement. Further investigations are necessary
to determine if the observed eVects generalize to other
learning modalities, like visual-spatial learning.
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